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Overview

The virtualization product of Hillstone Networks is CloudEdge virtual firewall (vEW). vEW is a soft-

ware product, a StoneOS system running on a virtual machine.

About This Guide

This guide introduces how to install CloudEdge on different virtualization platforms: KVM, Xen, Open-
stack, AWS, VMware ESXi, Hyper-V,Azure and Alibaba Cloud. This document does not cover how to

configure StoneOS itself. For information of how to set up StoneOS, please refer to documents of

StoneOS (click here).

Targeted Readers

This guide is intended for administrators who want to deploy CloudEdge of Hillstone Networks.
Before deploying viEW on different platforms, the administrator should be familiar with the concept and
components of KVM, Xen, OpenStack, AWS VMware ESXi (with vCenter and vSphere Client),
Hyper-V, Azure or Alibaba Cloud. This document is written with readers in mind that have already

known basic virtualization knowledge, and it will only introduce operations of how to install vEW.

vFW Models

vEW is available in multiple models. All models can be deployed on KVM, Xen, Openstack, AWS,
ESXi, Hyper-V, Azure and Alibaba Cloud with formally purchased license ("Licensing CloudEdge" on

Page 4). The required minimum configuration of virtual machine for each model is as follows:

Platform Models Minimum Configuration
SG-6000-VMO1 2 vCPU,2 GB memory
SG-6000-VMO02 2 vCPU,4 GB memory
SG-6000-VMO0O4 4 vCPU,8 GB memory
SG-6000-VMO0O4 8vCPU,16GB memory

Overview 1
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gNotes: The model of CloudEdge is determined by the CPU number authorized by the
CPU license and the specification (CPU and memoty) of the configuration of VM, and
the model of CloudEdge is finally determined by the lower value of the two. If the con-
figuration of VM does not reach the minimum configuration required above, the cor-

responding model cannot be started normally.

Supported Features

vEW supports the following features:
e Firewall (policy, zone, NAT, etc)
o Application Identification
o Attack Defense (AD)
e Intrusion Prevention System (IPS)
e [PSec VPN
e SSL VPN
e User Management
e Access Control
e High Availability (HA)
e Link Load Balance (LLB)
e Logging

e Statistics Set

° QOS
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VMwatre Tools

CloudEdge is integrated with VMware Tools in order to be automatically deployed in VMware plat-
form. After the CloudEdge deployment is complete, power on the virtual machine which is running
with CloudEdge in vCenter, and then click this virtual machine's Summary page to view the basic

information about the IP address of the management interface , CPU, memory, and interface traffic.

Cloud-init

Cloud-init is a tool developed for the initialization of virtual machines in the cloud environment, which
reads data from a variety of data sources by the "URL" or "configdrive" mode and then configures the
virtual machine accordingly. The common configuration includes setting the user name & password,

policy, nat rule, routing and so on.

CloudEdge is integrated with cloud-init, which will run with CloudEdge's startup , so that CloudEdge

can be deployed automatically in the virtualization platform.

gNotcs:

e There may be a delay when cloud-init configuration file is injected to CloudEdge

virtual machine. You have to wait for a few minutes before viewing the virtual
machine's configuration. If it is not injected yet in 10 minutes, you can make a soft

restart to solve the problem.

o If there is a command which is not injected, check that whether the command is

wrong or use the abbreviation.

Ovetrview 3



Licensing CloudEdge

CloudEdge SG6000-VM provides license controlled capacities. Only after installing formal license can
the CloudEdge reach the listed capacity. To purchase alicense, please contact sales people (click here).

Licenses

CloudEdgelicenses are categorized to platform licenses, sub licenses, and function licenses . A platform
license is the base to install all other types of licenses. You can apply for all kinds of licenses through
SN number (i.e., old version license mechanism). If the virtual firewall is reinstalled, due to the change

of SN number, you have to re-apply for a license.

From the version 5.5R5, the CloudEdge license has been upgraded to the latest version, with a dif-
ferent licensing mechanism. After the installation of the new platform license, the SN number of the
device will be changed to a virtual SN (vSN for short). If you want to continue to obtain function or
sub licenses, they can be applied through the vSN number. For the new license does not depend on the
SN number of the original system after the re-installation of system, the new license that was originally
applied for can still be effective. At the same time, Hillstone provides LMS (license management sys-

tem) to verify and manage licenses, which can ensure the security of licenses.

Notes: If your CloudEdge is a full license product, you do not need to purchase or install
any license. It is already a full feature firewall when you purchase it.

Platform Licenses

CloudEdge is pre-installed with a free default license without application.You can apply for the plat-
form license (the old version of the platform license) through the SN number or directly apply for the
new version of the license. Old version platform license is divided into base license and trial license.

The new platform license is divided into base license and sub license.

e Default License

CloudEdge has a built-in free default license. All features are available in system with default
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license, such as SSI. VPN, iQoS and IPS. However, performance is limited, e.g., only 2 IPSec VPN
tunnels and 2 SSL. VPN users are supported. The license is valid for 30 days. After expiration, all
functions of the system can not be used, the OS version and all the signature databases can not be

upgraded.

o Platform Trial License
After the installation of Platform Ttial License, you will get the same features as system with Plat-
form Base License. But the duration will be shorter. The duration is determined by the agreement
you signed, which is a relative period, for example, one month. After expiration, the existing con-
figuration can not be modified. After the reboot, the original configuration can not be displayed, the
default configuration instead, and only the platform functions are available while the performance is

limited. So, reboot is not recommended.

o Platform Sub License
After the installation of Platform Sub License, you will get the same features as system with Plat-
form Base License. But the duration will be shorter. The duration is determined by the agreement
you signed, which is an absolute period, for example, March 1 to March 31. After expiration, the
existing configuration can not be modified. After the reboot, only the platform functions are avail-

able while the performance is limited.

o Platform Base License
When a CloudEdge is officially purchased, you can buy a Platform Base License. Platform Base
License provides fundamental firewall features.

When it expires, the system can be normally functioning, but cannot be upgraded to higher version.

Sub Licenses

Sub licenses control whether corresponding functions are enabled or not and the time limit as well.

Licensing CloudEdge 5



o IPSec VPN Sub License
IPSec VPN sub License enables IPSec VPN function and authorizes the maximum number of
IPSec VPN accesses. After installing multiple IPSec VPN licenses, you can increment the max-
imum number of IPSec VPN accesses. When the license expires, the IPSec VPN connection will
be disconnected. IPSec VPN function will not be allowed to configure. Until the device is restar-

ted, all the configurations of IPSec VPN will not be lost.

e SSL VPN Sub License
SSL VPN Sub License enables SSI. VPN function and authorizes the maximum number of SSL
VPN accesses. After installing multiple SSL. VPN licenses, you can increment the maximum num-
ber of SSLL VPN accesses. When the license expires, the SSL. VPN connection will be dis-
connected. SSL VPN function will not be allowed to configure. Until the device is restarted, all the
configurations of SSL. VPN will not be lost.
o 1Qo0S Sub License
1QoS sub license enables iQoS function. When the iQoS sub license expires, all the con-
figurations of 1QoS will not be lost until the device is restarted.
e CPU Sub License
CPU Sub License authorizes the maximum number of vCPUs available to the CloudEdge. The CPU
license has both base and trial types, and the base CPU license does not expire. After the trial
license expires, system will restart and the number of available vCPUs will revert to 2vCPU, which

is the configuration of the minimum model SG-6000-VMO1.

Function Licenses

Some functions are only enabled when that corresponding license is installed. The function service

includes:

o Intrusion Prevention System (IPS) License

IPS License provides IPS function and its signature database upgrade. IPS License has its own
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validity. When it expires, the IPS function works normally, but IPS signature database cannot be

upgraded.

Anti-Virus (AV) License
AV License provides anti-virus function and its signature database upgrade. AV License has its own
validity. When it expires, the anti-virus function works normally, but AV signature database cannot

be upgraded.

Sandbox License

Sandbox License provides sandbox function, which controls the suspicious file quantity allowed to
be uploaded to the cloud sandbox every day, also, it provides white list upgrade. Sandbox License
has its own validity. When it expires, the cloud analysis is stopped and the white list can not be
upgraded. However, if the suspicious traffic still matches the analysis entries in the local cache, the

sandbox function is still valid. After the system is restarted, the sandbox function will not be used.

URL DB License
URL DB License provides URL filter function and allows URL database to upgrade. URL DB
License has its own validity. When it expires, the URL filter function works normally, but URL data-

base cannot be upgraded.

« APP DB License
APP DB License allows APP database to upgrade. APP DB license is issued with platform
license. There is no need to apply for it. The validity of APP DB License also follows platform

license. When the platform license expires, APP signature database cannot be upgraded.

oNotes:

e Besides the licenses listed above, a hardware platform from Hillstone Networks

can install other types of licenses, e.g. StoneShield, but currently, CloudEdge does
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Q not support licenses other than those listed here.

e Perimeter Traffic Filtering (PTF) function can be seen in StoneOS, but it is not

available for the moment. Future versions will support the two functions.

o Currently, Anti-Virus (AV) License and Sandbox License are not available in

CloudEdge for private cloud platform.

Generating Application Code

To install alicense, log in the StoneOS and generate application code. After receiving the application
code, the vender or salesperson will send you license information. Before logging in your CloudEdge,
you need to refer to the installation instructions to set up your CloudEdge firewall first (KVM, Xen,
Openstack, AWS, Hyper-V , Azure, Alibaba Cloud or VMware ESXi).

To generate application code in WebUI:
1. Log in the StoneOS system.
2. Select System > License to enter the license page.
3. Fill in the required fields under the License Request section.
4. Click Generate, and a series of code appears.

5. Copy and send the code to salesperson or vendor. They will return the license to you soon.

Installing License

After receiving license, you need to upload the license to make it take effect.

To install a license:

Licensing CloudEdge



1. Select System > License to enter the license page.

2. Under License Request, choose one of the following two methods:

o Upload License File: select this radio button and click Browse, select the license plain text

file (.txt) to upload it to the system.

o Manual Input: Select this radio button, and copy and paste license code into the text box.

3. Click OK to save the license.

4. Go to System > Device Management, and click the Option tab.

5. Click Reboot, and select Yes in the prompt.

6. The system will reboot. When it starts again, installed license(s) will take effect.

Verifying License

For Hillstone CloudEdge virtual firewall, after installing the license, you need to connect to the license
server to verify the validity of the license to prevent the license from being cloned. System supports
two ways, one is connected to the public Internet license server check, another is by LAN connection

to the LMS ( License Management System), you can choose one of these ways according to need.

e The way by public Internet license server is suitable for some small private or public cloud scen-
arios. After the virtual firewall connects to the public server, the server will provide the validation
of the license (cutrently the public network server does not provide the distribution and man-
agement of the licenses). If the cloned license is found or the virtual firewall is not checked by

servet, the virtual firewall will be restarted in 30 days.

e The way by LAN LMS is suitable for large private or industry cloud scenarios. After the virtual fire-
wall connect to the LMS, the LMS not only provides license validation, but also provides automatic
distribution and management of licenses. If the cloned license is found or the virtual firewall is not

checked by server, the server will recover all virtual firewall(clone or be cloned firewall) license and
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restart the virtual firewall; if the virtual firewall does not connect to the setver to check, virtual fire-

wall will restart in 30 days.
To verify licenses, take the following steps:

1. Select System > License> License Verify.

2. At the top of the page is the License Server Status bar, which shows the servet's connection

status,IP Address, port, Virtual Router, and verify type.

3. Below the page is the License Verify Setting bar, you can use one of the following two ways

according to need:

o Internet: select "Internet" and " Virtual Router" , click OK. The virtual firewall will verify

the license through the public server.

o Intrane: select "Intrane", and specify the server's " Address" , "Port" and " Virtual Routet-
",and click OK.The virtual firewall's license will be checked, distributed and managed
through the LMS.

4. Go to System > Device Management, and click the Option tab.
5. Click Reboot, and select Yes in the prompt.

6. The system will reboot. When it starts again, installed license(s) will take effect.

oNotcs: When you verify your license through a public server, make sure that the VRouter

used to connect to the public network server is bound to zone, and the interface bound

to the zone can access the Internet. For more information about LMS, refer to <LMS
User Guide>.
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Deploying CloudEdge on KVM

Using a Linux server running Kernel-based Virtual Machine (KVM) to deploy vEFW is the most usual

method to use vEW on a single host.

System Requirements

To deploy vEW on KVM, the host should meet the following requirements:

e Require at least 2 vCPU and 2 GB memory.

e For KVM environment establishment, the Linux system should have installed KVM, qumu, bridge-
utils, uml-utilities, libvirt, virtinst, virt-viewer and virt-manager (To install these components, use
command: sudo apt-get install kvm qemu bridge-utils uml-utilities libvirt-bin virtinst virt-manager

virt-viewet).

How vFW Works on KVM Host

vEW on a KVM host usually works as gateway for virtual machines. In order to be able to forward data
from/to the internal virtual machines, you need to connect the vEW tap intetface to the Open Switch

or Linux bridge of KVM host, and the internal virtual machines define vEW as their gateway.

VSwitch/Bridge | - ~

- m_vml
i

vFW ~ 4
cthi f X

tap il 2
5 J

KVM host
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Preparation

Before installing vEEW, make sure you have a Linux host running a Linux system (Ubuntu 14.02 is
recommended), and you have installed KVM and its components, including qemu, bridge-utils, uml-util-

ities, libvirt, virtinst, virt-viewer and virt-manager).
To install those components, use the command:

sudo apt-get install kvm gemu bridge-utils uml-utilities libvirt-bin virtinst virt-manager virt-viewer.

Notes: Before installing, you need create a bridge on the KVM in advance and add the
interface of the KVM to the bridge.

Installing vFW on KVM Host

To install vVEW on a KVM host, take the following steps:

Step 1: Acquiring vFW software package

1. Please login to the following path to download vEW KVM script file (with name "hsvfw"). The

script file contains commands that can install, upgrade or restart vEW.

path: ftp://ftp.hillstonenet.com/CloudEdge/hsvfw

uset/password: hillstonenet/hillstonenet

2. Please login to the following path to download vEW KVM image file (an .qcow?2 file, e.g
SG6000-VFW02-V6-r1230.qcow?2), the vEW system image.

path: ftp://release.hillstonenet.com/StoneOS

uset/password: release/release

3. Save the package in your local PC.

Step 2: Importing script and image files

The following steps use Windows system to access KVM host.

Deploying CloudEdge on KVM 12
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1. In Windows, log into KVM host, enter the following command, and a dialog box will prompt.

1z

2. In the dialog box, browse your computer and select script and image file respectively. The files

will be uploaded to the root directory of KVM host.

3. Enter the following command to check if the files are uploaded.

Is

4. The output should display the following two files as below:

rootEkickseed:~ § ls¢

haviw SG6000-CloudEdge-VM0OZ2-5.5R4P2. goowss

5. To install the image, use the following command:

sudo ./hsvfw install ./viw_gcow2 [vm01 | vm02vmO03 | vin04 | vmO08] vm_name if_num

sudo A tool to execute system admin com-
mand.
./hsvfw install Execute the install command in the

script "hsviw" which is under root dit-

ectory .

./ viw_gcow2 Define the vFW image name, includ-

ing suffix ".".

vim0l | vmO02| wvmO3 |wvmO04 |Define the vFW model. Such as

| vmO8 vmO1 represents SG6000-VMO1.
vm_name Specifies a name for your vEW.
if_num Specifies how many interfaces in your

Deploying CloudEdge on KVM
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vEW. VMO1 and VMO2 can have up
to 10 interfaces. VM04 and VMO8
can have up to 20 interfaces. By

default, your vFW has four interfaces.

For instance, use the following command to create a vEW named "viwname" of model

SG6000-VMO2 with 4 interfaces.

./hsvfw install SG6000-CloudEdge-VM02-5.5R3P4-kvm.gcow2
vm02 vfwname -n 4

6. Linux will print the port number of Console.

Step 3: Initial login of vFW

A newly installed vEW only has Console access. You may visit vEEW by accessing the Console port.

To access vEW Console port:

1. In Linux, use the following command:

telnet localhost port_num

port_num Console port number. It is the printed

Console number, like "7014" in the

example above.

For instance, the command below will access to vEW of Console port 7014:
hillstone@vfu:™$ telnet localhost 7014

+++++

Truying 127 .,0,0,1, ..,
Connected to localhost,
Ezcape character is "717.,

loging
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2. Aftrlogin prompt, enter username and password "hillstone"/"hillstone".
login: hillstone

password: hillstone

3. From now on, you can use command line interface to manage vEW. It is recommended to change
your password at earliest convenience. For information about how to configure StoneOS, refer to

StoneOS documents (click here).

Netwotrking the vEW

After installation, each interface becomes a virtual swtich, and automatically connects to a vnet inter-
face of KVM. If the vEW wants to access to other networks (internal network or Internet), place the
vnet interface of vEW and the interface of intended network under the same vSwtich, the two net-

works will connect to each other.

Using the example below, we will introduce how to connect "vnet0" (vEW) to "90-eth0" (a physical
interface of KVM host).

r- brldge Qﬂ-ethCP-

\rnet 74
VFW "
kS

Step 1: Viewing interfaces

In this example, a physical network (e.g. company's internal network) is connected to the physical inter-

face of KVM host. You may view the interface information of KVM host interface and vEW interfaces.
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1. In Linux, use the command ifconfig to view interface. The KVM host interface is "90-eth0" as

below:

b gneEyfu:™F ifconfig
Link encapiEthernet HWaddr 52:54:00:ed:3e:=h
inet addr:192,168.221,1 Beoast:192,168,221,.255 Mask:266,255,255,0
UF BROADCAST MULTICAST MTU:1R00 Metric:l
Ry packetz:0 errorsil dropped:0 overrunzs 0 frame:l
TH packet=z:0 errors:0 dropped:0 overruns 0 carrier:d
collizions:0 txgueuslen:O

R¥ buytes:0 (0,0 B TH bytes:0 (0,0 B

2. In Linux, use command btctl show to show vSwitch and interfaces.
In this print message, vEW's "eth0" connects to KVM's "vnet74" under the bridge "vfwname-
eth0", which means vEW's ethO also belongs to bridge "vfwname-eth0". The physical interface
90-ethO belongs to bridge "90-eth0".

hillstorne@ufw ™% brctl =show

bridge name bridge id STP enabled interfaces

A0—et.hid 000, 525400ed 3eeh yes A—ethil-nic

vfunamne—sth 000, 52540024 3cd yEsS vFunane—thO-nic

i et d

vFuname—ethl 000, 5250050 8had e vFunamne—thl-nic
ynetyo

Step 2: Connecting interfaces

To allow two networks communicate, just put their interfaces under the same bridge. In this example,
in order to connect VFW's ethO and physical interface 90-eth0, you can either move vEW's vnet74 into

physical interface's bridge "90-eth0", or you can place physical interface under vEW interface's bridge.
Normally, we move new interfaces into the old bridge, so we will remove vEW's interface from its

auto-created bridge and move it under the physical interface's old bridge.

1. In Linux, to remove vEW's vnet74 from its auto bridge "vfwname-eth0", use the following com-

mand:

sudo brctl delif vfwname-ethQO vnet74

2. Add the just removed interface into the intend bridge:

sudo brctl addif 90-ethO vhet74
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3. Enter the command brctl show to check if the two interfaces belong to the same bridge now.

hill=stoneEyfw:™$ brctl =show
bridge name bridge id STP enabled interfaces
S0—eth 2000 52bhd00ed ieeb yes S0—ethl-nic

whet d

4. From now on, vEW can communicate with KVM host's network.

Other Operations

Viewing vEW
To view vFW information, use the command:

sudo ./hsvfw show vm_name

./hsvfw show This is the show command in the script.
vm_name Specify the name of vEW you want to
view.

For instance, to view information of vFW whose name is "vfwname":

root@kickseed:~ ¥ ./hsviw show viwname!

VFW instance: 164

VFW instance name: viwnameit
Verszion:5Ge000-CloudEdge-VMO2-5 . 5R3P4-kvm. gcow2
Status: runningit

Con=zole port: 7014l

VHNC port: :41

Mgmt addreszs: 152.163.146.21

Interface count: 24

Interface detail: ¢

Interface Type Source Model MACL
_______________________________________________________ 1

vnetll network viwname-bhrld wvirtio 52:54:00:47:a0:£54
vnetlZ network viwname-brl wvirtio 52:54:00:83:3c:0ail

Deploying CloudEdge on KVM

17



Starting vEW

To start an existing vVEW on KVM host, use the command:

sudo ./hsvfw start vm_name

./hsvfw start This is the start command in the script.
vm name Specify the name of vEW you want to
start.
Shutting Down vEW

To shut down a vFW, use the command:

sudo ./hsvfw shutdown vm_name

./hsvfw shutdown This is the shutdown command in the
script.
vm name Specify the name of vEFW you want to
shut down.
Upgrading vEW

Since StoneOS 5.5R1P7.1, CloudEdge can be upgraded online. You can just visit StoneOS WebUI on
System > Upgrade Management page to upgrade the firewall. This upgrade method is recommended.
For detailed operations, you may refer to StoneOS WebUI User Guide.

Restarting vEW

To restart vEW, use the command:

sudo ./hsvfw reboot vm_name

./hsvfw reboot This is the restart command in the
script.

vm_name Specify the name of vEFW you want to
restart.
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Uninstalling vEW

To uninstall an existing vFW, use the command:

sudo ./hsvfw uninstall vim_name

./hsvfw uninstall This is the uninstall command in the
script.

vm_name Specify the name of vFW you want to
uninstall.

Visiting vFW's WebUI

The first interface of vEW, eth0/0, is enabled with DHCP by default. If vFW is connected to a net-
work with DHCP setver, eth0/0 will get an IP address automatically. You can open vFEW's WebUI

interface by visiting eth0/0's address in a browser.

To visit vEW's WebUI:

1. Use telnet to visit vEW's Console interface (refer to "Deploying CloudEdge on KVM" on Page
11)

2. To view IP address of eth0/0, use the command:

show interface ethernet0/0

3. Configure a route , the destination address is 0.0.0.0/0 , and the next hop is the getway of the

KVM host(192.168.221.254).
4. Open a browser (Chrome is recommended), enter eth0/0's IP address in the address bar.
5. Enter login name and password (hillstone /hillstone).
6. Click Login, and you will enter StoneOS's WebUI manager.

7. About how to use StoneOS, refer to StoneOS related documents (click here).
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Deploying CloudEdge on OpenStack

This example describes how to deploy CloudEdge at the edge of the router of OpenStack platform to
protect the server in the original virtual network.
Deployment Scenatios

There was a server citros deployed on the OpenStack platform connected with the external public net-

work exit through the router admin-vr. The following is the original virtual network topology:

Router

. : cirros

Inzt ance

) FT/0°E 06 0T
pE/0°0°0°01

In this example , a CloudEdge instance vfw is deployed at the edge of the router admin-vt, and then it
is connected with the external public network exit. At the same time, SNAT, DNAT rules and security

policies are configured on CloudEdge vfw to protect the server citros.
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Router

. cirros

Inzt ance

BES0°T 9T TLT

© PZ/0E 06 0T
pE,/0°0°0°0T

Note: For user reference, the parameters such as subnet, interface, and IP addresses described in this

example's steps are exactly the same as those in the topology diagram.

System Requirements
To deploy CloudEdge on an OpenStack platform, the following requirements should be met:

o CloudEdge requires at least 2 vCPU and 2 GB memory. For the specification of product models,
refer to the vEW Models .

e The Linux system is installed with OpenStack (Icehouse version ), and its components, including
Horizon, Nova, Neutron, Glance and Cinder (For OpenStack installation guide, refer to http://-

docs.openstack.org/icehouse /install-guide /install /apt/content/).

o OpenStack is required to provide KVM virtual machine.
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Deploying CloudEdge on OpenStack

e Step 1: Importing Image File

o Step 2: Creating a Flavor

e Step 3: Create a Network

o Step 4: Starting the Instance

e Step 5: Login and Configure CloudEdee

e Step 6: Reconfigure OpenStack's Router

o Step 7: Release OpenStack's IP checking of CloudEdge's interfaces

e Step 8: Configure Routing, NAT, and Security policies on CloudEdge

Step 1: Import the Image File

To import the CloudEdge image file into the OpenStack platform as an image , take the following steps:

1. Login to the OpenStack W WebUI with a normal account, and select Project > Compute>

Images.
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2. Click Create Image on the top right corner.

Image Details

Specify an image to upload to the Image Service.
Image Name®*

viw

Image Source
Source Type

‘ File ‘

File®
SG6000-CloudEdge-5.5R6-v6.qoow2

Format®

‘ QCOW2 - QEMU Emulator v

3. In the <Create Image> dialog, configure following options.
Option Description
Image Name  Enter the image name, such as "vfw".

Image Source Click Browse, and select the image file in the qcow2 format

from the local PC.

Format Select QCOW2-QEMUEmulator from the Format drop-

down list.

4. Click Create Image. The image file will be imported successfully and displayed in the list.

Step 2: Create a Flavor

Normally, a non-admin user cannot change the properties of an instance, including core, and memory. If

you want to change an instance, you can change the flavor it belongs to, since the instance inherits what
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its flavor has. To create a flavor, take the following steps:

1. Log in to OpenStack WebUI with the admin account.
2. Select Admin> System> Flavors, and click Create Flavor on the top right corner.

3. In the <Create Flavor> dialog, configure the flavor.

Name ¥

VMO

D@

auto

VCPUs *
2
RAM (MB) *

2043

Ak

Root Disk (GB) *

4

In the <Flavor Information> tab, set the basic information.

Name Enter the flavor name, such as "VMO1".

ID Skip this step since ID is automatically generated by
OpenStack.

VCPUs Specify the number of CPU cores as 2.

RAM (MB) Specify the RAM size of the virtual machine as 2048MB.

Root Disk Specity the size of root disk . The minimum is 4 GB.
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4. Click Create Flavor.

Step 3: Create a Network

To create a network, take the following steps:

1. Login to OpenStack WebUI with the admin account.

2. Select Project > Netwotk > Netwotks and click Network on the top right corner.
To create a network, take the following steps:

1. Login to OpenStack WebUI with the admin account.

2. Select Project > Netwotk > Netwotksand click Netwotk on the top right corner.

3. In the < Create Network> Dialog box, create a network as "viw-service", click Next and con-

tinue to configure the subnet information.

Subnet Name

viw-service

Network Address @

172.16.1.1724

Gateway IP @

172.16.1.1

O Disable Gateway

In the <Subnet> tab, set the flowing information

Network Enter the subnet name as “vfw-service” .

Name
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Network Enter the network address as “172.16.1.0/24” .
Address

Gateway IP Enter the Gateway [P as  “172.16.1.17 .

4. Click Next , and then click Cteate to complete configurations.

Step 4: Start the Instance

Login to OpenStack WebUI with admin account. To boot the CloudEdge instance, take the following

steps:

1. Select Project > Compute> Instance , and click Launch after the image list created in step 1.

O > admin viw Image  Active Public No Launch

-

2. In the < Launch Instance> dialog box, configure the followings.

Launch Instance
Detail Please provide the initial hostname for the instance. the availability zone where it 9
S will be deployed, and the instance count. Increase the Count to create multiple
instances with the same settings.
Source
Instance Name * Total Instances (10 Max)
Flavor % | v
' ' 30%
Metworks Availability Zone
nova v
Network Ports B 2 Current Usage
. Count ¥ L Added
Secunty Groups 7 Remaining
1
Key Pair
Configuration
¥ Cancel ¢ Back Next » & Launch Instance
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3. In the <Details> tab, enter the Instance Name as  “vfw~ .

4. In the <Flavor>tab, select the flavor "VMO1" configured in step 2.

In <Networks> tab, select the netwotk “exit” and “vfw-service” .

 Allocated Select networks from those listed below:
Network Subnets Associated Shared Admin State Status
+1 > vfw-service viw-service-sub No Up Active -
$2 > exit ext-net Yes Up Active -

5. In the <Security Groups> tab, the selected security group needs to be configured with the rules
that allow both internal and external traffic to enter the instance. CloudEdge will provide the

more comprehensive access control policies than security groups.

6. Click Launch Instance.

Step 5: Login and Configure CloudEdge

After the above steps, you can take the following steps to login CloudEdge :

1. Login to OpenStack WebUI, select Project > Compute> Instance.

2. In the instance list, click vfw to enter the details page. Click Console tab, and you can access

CloudEdge via the embedded command interface..

3. You can also open the browser (Chrome browser is recommended and the HTTPS man-
agement is enabled by default), and enter the IP address of the “exit” network (such as
https://10.90.3.131). In the login intetface, type the username and password. The default uset-

name and password is hillstone and hillstone. Click Login, and the device system will initiate.

4. Click Netwotk > Interface, sclect ethernet 0/1, and configure the Binding Zone as "Layer 3

zone" and IP configuration as "DHCP". The interface ethernet 0/1 will get the IP address
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assigned by OpenStack automatically.

Basic Configuration

Interface Name: ethernatD/1

Description: (0-63)chars

Binding Zone: () Layer 2 Zone O TAP () No Binding
Zane: trust v

HA sync: Enable

MetFlow

—— w

Configuration:

IP Configuration
Type: () Static IP @ DHCP () PPPoE

[[] Set gateway information from DHCP server as the default gateway route

Advanced | DDNS

Step 6: Reconfigure OpenStack's Router

Log in to Openstack WebUI with admin account. To reconfigure the router, take the following steps:

1. Select Project > Netwotk > Network Topology, click the router “admin-vt” , and delete the

interface originally connected to the "exit" network.

Add Interface

Subnet ¥

viw-service: 172.16.1.0024 (viw-service-sub) -

IP Address (optional) @

Router Name %

admin-vr

Router ID *

68a33f63-7048-40d5-9bb7-2342d666c 889
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2. Click Add Interface to reconnect to the network "vfw-service".

Add Interface

Subnet *

exit: 10.90.3.0/24 (ext-net) v

IP Address (optional) @

Router Name *

admin-vr

Router ID #*
68a33f63-7048-40d5-9bb7-e342d666c 889

3. Click Submit.
4. Select Project > Netwotk >Routers, and click on the route name to view the details.

. Clic atic Routes>tab, and add a static routing to the "vfw" instance.
5. Click <Static Routes>tab, and add a stat ting to the "vfw" inst

Add Static Route

Destination CIDR *

0.0.0.0/0

Next Hop #*

172.16.1.4

Step 7: Disable OpenStack's IP checking of CloudEdge's intetfaces

To disable OpenStack's IP checking of CloudEdge's interfaces take the following steps:
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1. Select Project > Network > Networtk , click the "exit" network to view the details .

2. Select the <Port> tab, click the port whose IP address is 10.90.3.131. On the port details page,

copy the port ID.

Crwerview Allowed Address Pairs

Name  MNone
1D | d271715b-8230-460c-9912-112bf4b30bL08
Network Name  exit
Network ID  36a66eab-5a49-41ae-aeeb-22c43d01930f
Project ID  d17d6870def74ed5b132035b275e657f
MAC Address  fa:16:3e:5d:03:h2
Status  Build
Admin State UP
Port Security Enabled  True
DNS Name  None

DNS Assignment

Mone

Fixed IPs

IP Address  10.80.3.131
Subnet ID  29058d63-1112-4da7-824c -48bdae3addbe

3. Execute environment variables on the control node, and then execute command:neutron port-
update 15acbc6t-c6d6-461fa-at54-28cdf6807150 --allowed-address-pairs type=dict list=true ip_
address=0.0.0.0/0("15acbc6f-c6d6-46fa-af54-28cdf6807150" is the port ID coped in the last

step.)

4. Repeat steps 1-3 above to disable OpenStack's IP checking of another interface of CloudEdge.

Step 8: Configure Routing, NAT, and Security policies on CloudEdge

To protect the "cirros" server instances, you need to continue to configure static routing, source NAT,

destination NAT and access control policies on the CloudEdge instances. For the detailed
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configurations, take the following steps:
1. Login to the CloudEdge instance vfw via WebUL.

2. Select Network > Routing > Destination Route,and configure a static route connected to the cir-

tOs setver.
e Destination: 10.0.0.0
e Netmask: 24

e Next-hop: Gateway 172.16.1.1

Destination Route Configuration X
Wirtual Router: trust-vr
Destination: 10.0.0.0
Netmask: 24
Next-hop: @ Gateway (O Virtual Router in current Vsys
(O Interface
Gateway: 1721611
Schedule: — o
Precedence: 1 (1-255), default: 1
Weight: 1 (1-2558), default: 1
Tag: (1-4204067295)
Description: (1-63)chars
OK Cancel

3. Select Policy > NAT > SNAT, and configure a source NAT rule.

o Source Address: Any

e Destination Address: Any
e Ingress Traffic: All Traffic

o Hgress Traffic: Egress Interface etherent 0/0
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o Translate to : Egress IF IP
SNAT Configuration x

Basic Configuration Advanced Configuration

Requirements

igg;;is: Address Entry v Any v
Destination Address Entry v Any v
Address:
Ingress Traffic:  All Trafiic v
Egress: Egress Interface w  ethernet0/0 v
Service: any v

Translated to

Translated: @ Egress IFIP () Specified IP (O No NAT

Mode: Dynamic port

Sticky: [ Enable

If"Sticky™ is selected, all sessions of one source IP will be mapped to a fixed IP
Round-robin: [ Enable

After "Round-robin” is selected, all sessions of each source IF will be mapped to the IF in the
round-robin way

CK Cancel

4. Select Policy > NAT > DNAT, and configure a destination NAT rule.
e Source Address: Any
e Destination Address: 10.90.3.129/32

o Action: NAT
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e Translate to IP: 10.0.0.12

DNAT Configuration X
Basic Configuration Advanced Configuration

Requirements

Source v v
Address: Address Entry Ay
Destination pyNgtmask ~ 10803129 132
Address:
Service: any v
Translated to
Action: @ NAT (O No NAT
Translate to: IP Address ~ 10.0.012
Translate Service Portto
Fort: [ Enable Paort: (1-65535)
Load Balance: [] Enable Ifenabled, traffic load will be balanced to different Intranet
SETVErS,
Others
Redirect: [] Enable
HA group: @0 O1
Description: (0-63)chars

OK Cancel

5. Select Policy > Secutity Policy, and configure a security policy.
e Source: Any

e Destination: Any
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o Action: Permit
Policy Configuration @ %
Basic Configuration Protection Data Security Options

Name: (0-95) chars

Source
Zone: any v

Address: any ~
User: v

Destination
Zone: any ~

Address: any ~

Service: any g

Application: g

Action: @ Permit ) Deny () Secured connection

OK Cancel

6. For more information about how to set up StoneOS, refer to StoneOS documentation (click

here).

Results

After above configurations, the IP address of the cirros server will be translated to a public IP address
through DNAT rules for the access of Internet users. At the same time, the source IP address of the cir-
ros server s traffic sending to the Internet will be translated to the IP address of the CloudEdge's exit

interface through SNAT rules, so as to protect the server from external attacks.
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Deploying CloudEdge to Replace Routers of Openstack

CloudEdge supports to replace the built-in virtual router of Openstack. After the configuration is fin-
ished, when you create a new router, system will boot CloudEdge virtual machine as the router auto-
matically. At the same time, the virtual firewall rule of Openstack will be translated to corresponding

policies and be issued to the CloudEdge VM.

System Requirements

To replace virtual routers of Openstack by deploying CloudEdge, the following requirements should be

met:

e The Linux system is installed with OpenStack (L version required), and its components, including
Hortizon, Nova, Neutron, Glance and Cinder (For OpenStack installation guide, refer to http://-

docs.openstack.org/icehouse/install-ouide /install /apt/content/).

o Hillstone-Agent files include:
1. hs-manager image files: hs-manager VM requires at least 2 vCPU, 4GB memory and 15GB root
disk.

2. patch files

Deploying CloudEdge to Replace Routers of Openstack

Step 1: Download plug-in files of Hillstone-Agent

The plug-in files of Hillstone-Agent include hs-manager image files and patch files. Hs-manager man-
ages the CloudEdge VM (which can replace router) to achieve an auto-deployment; the patch files are

used to configure replacement.

You can downloadhs-manager-agent-1030.gcow2 andpatch. tgz files by visiting the fol-

lowing path:

Path:ftp: / /ftp.hillstonenet.com/CloudEdee /Hillstone-A gent
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Uset/ Password:hillstonenet/ hillstonenet

Step 2: Configure port_security

Open etc/neutton/plugins/ml2 on the controller of Openstack and find the mMI2_conf.ini file. Then

. . - « . »
modify the value ofextension_dfivers parameter to — port_security

Commandvi /etc/neutron/plugins/ml2/ml2 conf.ini

Step 3: Install hs-manager

1. On the Openstack platform, create a program and user (the user should have the permission of

administrator), such as program: vfw/ user: test.

2. Upload the hs-manager image to the program and then install. For the details, refer to "Deploying
CloudEdge on OpenStack" on Page 21.
Note: When creating the type of cloud host, you should configure 2 vCPU, 4GB memory and
15GB root disk. When you configure the network, the network should be connected to the Inter-

net.
3. Start hs-manager instance and hs-manager will manage the CloudEdge VM which is used to

replace router.

Step 4: Configure on the hs-manager

Log in hs-manager and configure as follows:
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1. Configure the management interface and write the hs-manager IP assigned by Openstack to the

corresponding files of MGT interface.

Command:vi /etc/network/interfaces

2. Configure the IP of Openstack controller.

Command:vi /etc/hosts

b—localhost ip6-loopback

Step 5: Install CloudEdge on the hs-manager

1. Login the hs-manager console and execute vfw install command to install CloudEdge.

Input the appliance name (the name can be any) and press Enter. The example is as follows:
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2. Choose the type of endpoint URL as 1, input the program information of installing CloudEdge,

user information and admin authentication URL, and then press Enter. The example is as follows:

3. Input “y” and press Enter if the setting is correct. Input “n”  to decide whether to install

license servers and HSM servers, and then press Enter. The example is as follows:

4. Please choose the platform on which hs-manager is running. The recommended selection is 1,

which means hs-manager is running on the CloudEdge tenant. Input the name of hs-manager VM
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and press Enter. The example is as follows:

5. Input the information of hosts to be installed (you can input several hosts). Press Enter when one
host has finished setting. If you press Enter directly without inputting anything, the setting will

be finished. The example is as follows:

0. After inputting (‘3") , you need to input the fixed IP and floating IP of hs—mzmagm" s MGT

interface. If the network is provide, the floating IP should be configured as the MGT interface 1P
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»

) . f— « . . . et .
or hs-manager” s floating IP. Then type "y if the setting is correct. The example is as follows:

7. Hs-manager will configure interface and IP first, and then configure whether to enable HA func-

tion of CloudEdge. You can enable it as needed. The example is as follows:

8. Select image files of CloudEgde and press Enter to install CloudEdge. When the window displays

€y S . . ~ » . . . . .
Finished vEFW tenant installation successfully” | it means the installation is finished suc-
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cessfully.

Appendix: hs-manager command
The Program users can manage CloudEdge by hs-manager VM. The related commands of hs-manager
VM are as follows:
vEw help- Displays help information.
viw install - Install vfw images, MGT network and so on
vfw uninstall - Uninstall vfw images, MGT network and so on
vfw shutdown - Force to delete all viw
viw create-viw - Create viw for a router manually
vifw delete-vfw - Delete vfw of a router
viw change-image - Change vfw image
vfw ha-mode - Enable or disable HA mode
vifw ha-host-mode - Set startup position of viw in HA mode
vfw host-add - Add hosts that create viw
vfw host-del - Delete hosts that create viw
vifw show-nat-pool - Shows the used and unused nat ports
vifw nat-port-add - Add nat ports for nat-pool
vifw nat-port-del - Delete nat ports in nat-pool

viw show-config - Shows configuration information of hs-manager
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viw

viw

viw

viw

viw

viw

viw

show-vfw-pool - Shows all vfw information in brief
show-vfw-map - Shows all vfw information in details
show-adapter - Shows the status of adapter
start-adapter - Start adapter service (opened by default )
stop-adapter - Stop adapter service
enable-adapter-1og - Enable debugging logs

disable-adapter-1og - Disable debugginglogs

Step 6: Install patch files on controller

1.

Log in the controller of Openstack, find patch files and execute the command to extract the

patch.tgz file.
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2. Execute the installation command to install patch files. When the file is installed, the page will

[ (P . . ~ » .
show ~Completed neutron_server_plugin patching successfully” . The example is as follows:
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gNotes:

1. When the patch is installed, the neutron.conf file will be backed up as the neut-
ron.conf.vfw_bak file.

2. When the patch is uninstalled, the neutron.conf file will be ovetlapped by the

neutron.conf.vfw_bak file automatically.

3. Before updating the patch, you need to uninstall the old version first. When
you use CloudEdge, the manually modified configuration information in neut-

ron.conf will be lost.

4. Ifthere” s a problem on the hs-manager, execute service adapter restart to
restart adapter process. If the hs-manager still cannot work, you can uninstall
patch, delete routers and other configurations first, and then re-install as the

above steps.

Step 7: Complete configuration

After the above steps are executed, you will complete all configurations of replacing routers. When

routers and firewall of Openstack are used, the corresponding CloudEdge VMs will change as follows:

e When you create route on Openstack, one or two CloudEdge VMs will boot automatically to
replace virtual routers. (When HA is enabled, if you create one router, two CloudEdge VMs which
are in a HA group will start; when HA is disabled, if you create one router, only one CloudEdge

VM will start.)

o When you set/ clear gateway for the Openstack router and bind/ unbind subnet, the cot-

responding CloudEdge VM of the router will add/ delete interface automatically.

o When you add router for the Openstack firewall, the policy of firewall will be translated to that of
CloudEdge and be issued to the corresponding VM.
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e When you modify the rule sequence or content of the Openstack firewall policy, the policy of

CloudEdge VM will change too.

o When you bind/ unbind floating IPs for the VM connected to the Openstack router, the cor-

responding CloudEdge VM of the router will add/ delete nat rules automatically.

DNotcs:

1. CloudEdge supports at most 10 interfaces and two of them are HA interface
and MGT interface. Therefore, at most 8 router interfaces can be supported.
When the route is failed to create, you  re suggested to check whether the

environment resource is insufficient first.

2. When the route is created, system will configure for some minutes. Don’ t

refresh the page at the time.

3. If the route is failed to delete, check whether there” s static routing table or

floating IP.

4. If the route is failed to add/ delete and a prompt showing “Error: cannot add
an interface now: Slave vfw connection failed, the slave vfw will reboot.”

Please wait for 2 minutes and operate later.

5. When you select several interfaces of router to delete, if the interfaces are failed
to delete, please delete again. (It is because there are users in other programs are

deleting interface, the problem is from Openstack not from CloudEdge.)

6. During the process of deleting routers, don” t operate the hs-manager.

7. When the route is failed to delete on the Openstack routing interface since the
CloudEdge VM has problems, you should execute vfw delete-vfw to
delete CloudEdge VM first and then delete the router.
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o 8. To upgrade CloudEdge, in the HA mode, you’ re suggested to upgrade the

backup device first and upgrade the master device after rebooting by WebUI.
When upgrading CloudEdge by changing image, you should execute vfw
change-image command first on hs-manager, and then configure the route.
After CloudEdge is upgraded, the original route can still be used. If you create a
new route, the new CloudEdge image will be used and a new VM will boot auto-

matically.
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Deploying CloudEdge on VMware ESXi

CloudEdge is packed in VMDK and OVA file, and can be installed on a VMware ESXi server in a X86

device.

Before deploying vEW, you should be already familiar with VMware vSphere hypervisor, ESXi host and

VMware virtual machines.

Deployment Scenatios

You can deploy one or more virtual firewalls on ESXi servers.

vSphere Client

vCenter Server

datacenter

System Requirements and Limits

To deploy CloudEdge , the VMware ESXi server should be:
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e VMware ESXi 5.0, 5.5 or 6.0.
e Requires at least 2 vCPU and 2 GB memory.

o It is suggested to create at least three vmNICs on a vEW: a management interface, a date ingress

and a data egress.

e NIC type must be E1000 or vmxnet3. It is recommended that each VM can only be installed the
same type of NIC, not both E1000 and vmxnet-3.
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Installing vEW

To improve manageability and make full use of vSphere Hypervisor, we suggest you use vCenter and

vSphere Client to manage ESXi servers.

You can deploy vEW by importing VMDK file or OVA file( VMDK and OVA file only from 5.5R4),
importing OVA file is recommended, and then you can upgrade online using .img file; if the version of

VMware vSphere Hypervisor is 6.0, deploying vEW by importing OVA file is recommended.

Installing vEW

Installing vFW by Importing OVA

Set up your ESXi Server, vCenter Server and vSphere Client host before installing vEW, and then get
the OVA file.

1. Save the OVA file in your local computer.

2. Double click the local Sphere Client to enter the login page. In the login page, enter the IP
address/Name , username and password of vCenter, and click Login to enter the main intet-

face.

3. After logging in vCenter, click the localhost node in the left pane, then select File > Deploy
OVF Template.

4. In the pop-up dialog box, click Browse, browse your PC and import vEW's OVA file to vCenter,
click Next.

5. Confirm the details of the OVF template, click Next.
6. Enter the name of the OVF template, and select the location of list, click Next.

7. Select the host or cluster to deploy the OVF template on it, click Next.
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8. Select the resource pool to run the OVF template in it, click Next.

This page is displayed only when the cluster contains a resource pool.

9. The data storage to store the deployed OVF template has been selected by default, then click

Next
10. Select the VM networks which OVF template use, then click Next.

11. Configure the service binding to vCenter Extension vService, click Next.

12. Click Finish to start the deployment.
Wait for a while, and your vEFW will be deployed successfully.

Installing CloudEdge by Importing VMDK

Contact Hillstone sales persons to get the trial or official CloudEdge VMDK file before installing. Then
you can install CloudEdge by importing VMDK using three steps:

o Step 1: Importing VMDK
e Step 2: Creating a Virtual Machine

e Step 3: Selecting the CloudEdge VMDK File for VM
Step 1: Importing VMDK

1. Save the CloudEdge VMDK file in your local computer.

2. Double-click the local Sphere Client to enter the login page. In the login page, enter the IP
address/Name , username and password of vCenter, and click Login to enter the main intet-

face.
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(&) VMware vSphere Client

vmware

VMware vSphere®

Client

vCenter Server,

IF address [ Mame:
User name:

Password:

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a

|1u.1au.139.219

=

|Adminis13tor

I tttttttttttttt‘

™ Use Windows session credentials

Login I| Close Help

3. In the main interface, select Home > Inventory > Hosts and Clusters to enter the Hosts and

Clusters page.

(& WIN-QHNP1RNBSON - vSphere Client
File Edit View lnventory Administration Plug-ins Help

a ‘@ Home D gf) Inventory [ B VMs and Templates

) cmmm i
shii
B VHSA_136.63 (orphane

B fa
® [y PR

441 (orphanec

physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine is called a guest operating system.

Because every virtual machine is an isolated computing Cluster | .
environment, you can use virtual machines as deskiop or

0 s & ®| @, Search Ctrl+ Shife+F
Hosts and Clusters Ctrl+ Shift+H
1 () WIN-QHNPIRNBSON =
B 7 Hsmam VMs and Templates Ctrl+Shift+V E
[y Hst-vm Datastores and Datastore Clusters  Ctrl+Shift+D. Zvents | Alarms  Console | Permissions | Maps _ Storage Views
[£1 CloudintelligenceQa @ Networking Cirl+ShiftsN close tab [X]
L1 aaest WhaT TSz virTar
[ qavm
B [y vHsA A virtual machine is a software computer that, like a

Virtual Machines

&
i
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. In the Hosts and Clusters page, choose the ESXi host which CloudEdge will belong to, and click

the Configuration tab appears on the right pane to enter the configuration page.

() localhost - vSphere Client

Fle Edit View Inventory Administration Plug-ins Help

3 [@ rome > g9 tmventory b [ ostsand clsters

|=BE

& @ %
Bl [y vCenters.1
= [F [10.160.35.10
l-test_base_vM
Al-test_vSCM_0_1

What is a Host?
Altest_vSCM_0_2

shuai-SG6000-Clout

[E ey ey aaymafueta
<

connectivity.
yyfan-test_base_ut

() localhost 10.160.35.10 VMware ESXi, 5.1.0, 799733

Al-test vsSM_0_19 | A nost is a computer that uses virtualization software, such
Al-test-566000-Clo | as ESX or ESXi. 10 run virtual machines. Hosts provide the
5G6000-CloudHive- | CPU and memory resources that virtual machines use and
give virtual machines access fo storage and network

Cluster |8

[t summary | Virtual Machines | Resource Allocation | Performance. (Gonfiguration;  Tasks & Events | Alams | Permissions | Maps | Storage Views

close tab [

Virtual Machines

P

. Under the Configuration tab, click Storage to enter the storage pane. In the storage pane, right-

click the datastore you want to browse, and select Browse Datastore to enter the Datastore

Browse page.

Getfing Strted | Summary | Virtuol Machines | Res acation
Hardware View: [Datastores Devices|
Processars Datastores Refresh  Delete  AddStorage,..  RescanAl..,
Memory Tdentification ~ | Status T Device | Drive Type. Capacity | Free | Type | LastUpdate | Alarm Actions T
> 5 dstestoeiilliet | @ Nomnal 72 GE VMFS5 Enabled |
Browse Datastore.
Networking
Storage Adapters Alarm ,
Network Adapters Assign User-Defined Storage Capabilty.
g Rename.
Unmoun t
Software < Delete 2
Licensed Features Datastore Details Open in New Window. Ctrl+alesN Propertis. .
Tine Configuration r——— Refresh -
DNS and Routing Location: /vmfsfvolumes/S80eec2h-Gl 7Y
Authentcation Services Herdware Acceleration:  Uknown popettes
Power Management Refresh Storage Capabiltes Copy to Clipboard Cirl+C
System A
bity: N/A

6. In the Datastore Browse page, select the folder to save file and click upload button @ 10

drop-down list, click Upload File to browse your PC to import CloudEdge's VMDK file to the

datastore.

(%) Datastore Browser - [datastore1-f]

[

¢ B #@ 2 x @

.dvsData
‘Altest_vSCM_0_2_new

- 5 yyfan-test_vSCM_0_2_new_1

[ Al-test_vSCM_0_1_new

~{] Al-test-SG6000-CloudHive-VMware-5.5R 13-
[ Al-test_vSSM_0_19_new

(] yyfan-test_vSCM_0_1_new

{F) yyfan-test_base_VM_new

[ Al-test_base VM_new_1

~{] shusi-5G8000-CloudHiva-yMuware-5,5R 1P3-2
) 2y-5G6000-CloudHive VMware-5, 50 1P9-2,3
() zy_base_M_new

fE) zy_vSEM_0_1_new

Folders | search | [ [Upload Fie..] ‘!“ﬁl L
=56 / Upload Folder... 1] Size | Type | Path | Modified
j Hillstone: & VMivmx 1.66 KB Virtual Machine [datastoret-fjit] vm1 2017/1/16 19:02:25
) sG6000-Clouchive -Vware-5. 58 19-2.3. 1 [ vMiwmd 0.25KE File [datastoret ] VM1 2017/1/16 18:02:25
[ yyfan-testa-efie [ vmivmsd 0.00KE File [datastoret-Jfi#] vM1 2016/12/30 9:15:00
&1 VMivmdk 8,388,608.00 KB Virtual Disk [datastoretMiit] VML 2016/12/30 9:15:03
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Step 2: Creating a Virtual Machine

1. In the vSphere Client main interface, select Home > Inventoty > VMs and Templates to enter

the VMs and Templates page.

@ localhost - vsphere Client
File Edit View Inventory Admiristration Plugins Help

B B (& rome a8 menior ) ross micesis

I e

A Search Cuteshie
& e# < "
S B Hosts and Clusters CurleshiftsH
© B vomers: Cuteshitey
S @ a0 @ Dotostores and Dastore lstrs  Cutvine | Contowaio QT RO
B Atest base.vit Hard| ® Networking Ctrl+Shift+N
Processors. Datastores Refresh  Delete  Add Storage.
D rescmninn| | | e T Tometos |G| s e Lol
& 5G6000-Cloudtive- | | * 51" datastoret Tocal TOSHIBADI... Non-S. 965068 §25.72G8 VMFSs _ 2017/2/16 10:25:08
@ shuai-5G6000-Clour Networking
Stroge Adoters
B y¥fon-test base W | | Network adopters
() yyfan-test_vSCM_0,

2. In the VMs and Templates page, select a datacenter in the left pane and click Create a new virtual

machine appears in the right pane. The Create New Virtual Machine wizard pops up.

(@ localhost - vSphere Client — X
Fle Edit View Inventory Administration Plug-ins Help
‘@ Home b 5] Tnventory b ) WMs and Templates ‘ g search imentory [a]
N
B [ localhost
(=] 5
e mary | Virtual Machines | Hosts | 1P Pools. | Performance | Tasks &Events | Alarms. | Permissions. | Maps | Storage Views
) Atest close tab [¥] ~
) FRas2-doudscan What is a Datacenter?
[ yyfan-est
() wyfan-test_base V| A datacenter is the primary container of inventory objects
(G wyfan-test vSCM 0| such as hosts and viriual machines. From the datacenter,
@ yyfan-test vSCM_0. | you can add and organize inventory objects. Typically, you
(=] add hosts, folders, and clusters o a datacenter. Virtual Machines
(B Altest-5G5000-CloudH "
(@ FRas+z-Cloudscan-sce | vCenter Server can contain multiple datacenters. Large Cluster |
{5 5G5000-Cloud mpanies might use multipl tters to represent
(@) shuai-5G6000-Cloudhiv | - organizational units in their enterprise.
@ v ~
& 3 (disconnected) Inventory objects can interact within datacenters, but
& vsoi-test-sG6o00-clo,| - INETaCtion across datacenters is limited. For example, you
@) yyfan-testi-fi it (discc|  CaN move a virtual machine with vMotion technology
& yhon-test (disec| across hosts within a datacenter but not o a host in
@ yan-tests-fi ¢ (disec | another datacenter §
G yyfan-testa- i VCenter Server
(D 2v-5G6000-CloudHive-y \Sphere Client
Basic Tasks
Create a new virtual machine|
Explore Further
v
¢ B = Learn more about datacenters
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3. In the Create New Virtual Machine wizard, select Custom under the Configuration tab, and click

Next.

(&) Create New Virtual Machine - O *

Configuration
Select the configuration for the virtual machine

Configuration r— Configuration
Name and Location .
Host [ Cluster " Typical
Resource Pool Create a new virtual machine with the most common devices and configuration options.
Storage
Guest Operating System * Custom
;Z:';W Create a virtual machine with additional devices or specific configuration options.
Network
SCSI Contraller
Select a Disk

Ready to Complete

Help | = Back |

Cancel |
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4. Under the Name and Location tab, enter a name and select the inventory location for virtual

machine , and click Next.

(&) Create New Virtual Machine - O x

Name and Location
Spedfy a name and location for this virtual machine

Configuration |Narne: |
Mame and Locatiol I hi
Host [ Cluster
Resource Pool Virtual machine {¥M) names may contain up to 80 characters and they must be unique within each
Storage vCenter Server VM folder.

Guest Operating System [Z
nventory Location:

CPUs

Memory = a localhost

Network E

SCSI Controller ) abc

Select a Disk @ Al-test

Ready to Complete [} Fr8g942-doudscan
@ yyfan-test
[

Help | < Back | Cancel |
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5. Under the Host/Cluster tab, select your target ESXi host, and click Next.

(&) Create New Virtual Machine

Host | Cluster
On which host or duster do you want to run this virtual machine?

O X

Configuration =] l vCenter5.1
Mame and Location 10.160.35.10
E |Host [ Cluster I 10.160.35.4

Spedfic Host
Resource Pool
Storage
Guest Operating System
CPUs
Memory
Metwork
SCSI Contraller
Select a Disk
Ready to Complete

Help |

< Back |

Cancel |
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6. Under the Storage tab, select a datastore for virtual machine files, and click Next.

(&) Create New Virtual Machine - O >
Storage
Select a destination storage for the virtual machine files

Configuration Select a destination storage for the virtual machine files:

Name and Location

Host / Cluster VM Storage Profile: I LI &

_ _ Name Drive Type | Capac'ltﬂ Prov'ls'loned| Free | Type | Thin Praor

Virtuzl Machine Version [E datastore1 Ri.] NonsD L81TB 11297 GB L7376 VMFS5  Support

Guest Operating System

CPUs

Memory

Network

SCSI Controller

Select a Disk

Ready to Complete
< >
[T Disable Storage DRS for this virt
Select a datastore:
Name Drive Type Capacity | Provisioned | Free | Type | Thin Provi
< >

Help |
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7. Under the Virtual Machine Version tab, select Vittual Machine Vetsion: 8, and click Next.

(&) Create New Virtual Machine - O >

Virtual Machine Version

Configuration — Virtual Machine Version
Name and Location

Host / Cluster This host or duster supperts more than one VMware virtual machine version. Specify the virtual

machine version to use,

Storage

Virtual Machine Versiol

Guest Operating System " ¥irtual Machine Version: 4

CPUs This version will run on VMware ESX 3.0 and later, and YMware Server 1.0 and later. This version
Memory is recommended when sharing storage or virtual machines with ESX up to 3.5.

Network

5CsI Controller " ¥irtual Machine Version: 7

Select a Disk This version will run on YMware ESX/ESXi 4.0 and later. This version is recommended when
Ready to Complete sharing storage or virtual machines with ESX/ES¥i up to 4. 1.

* ¥irtual Machine ¥ersion: 3|

This version will run on VMware ESXi 5.0 and later. Choose this version if you need the latest
virtual machine features and do not need to migrate to ESX/ESX 4.

Help | < Back |

Cancel |
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8. Under the Guest Operating System tab, select Windows, and click Next.

Guest Operating System

(@ Create New Virtual Machine - O >

Virtual Machine Version: 8

Spedify the guest operating system to use with this virtual machine

Configuration

Name and Location
Host / Cluster

Storage

Virtual Machine Version

uest Operating Syste

CPUs

Memory

Network

SCSI Controller
Select a Disk
Ready to Complete

Guest Operating System:
* indows
7 Linux
i Other

Version:

IMicroscft Windows Server 2012 (64-bit) LI

Identifying the guest operating system here allows the wizard to provide the appropriate defaults for
the operating system installation.

Help |

< Back | Cancel |
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9. Under the CPUs tab, apply appropriate value for CPU and core. Click Next.

(@) Create New Virtual Machine - O *

CPUs Virtual Machine Version: 8
Select the number of virtual CPUs for the virtual machine.

Configuration

Name and Location MNumber of virtual sockets: I 1 - I

Host / Cluster

Storage |Number of cores per virtual socket: | |1 LI

Virtual Machine Version

Guest Operating System Total number of cores: i

Memory The number of virtual CPUs that you can add to a VM
ark depends on the number of CPUs on the host and the

Metwarl number of CPUs supported by the guest OS,

SCSI Contraller

Select 3 Disk

Ready to Complete
The virtual CPU configuration spedified on this page
might violate the license of the guest OS.

Click Help for information on the number of
processors supported for various guest operating
systems,

Help | < Back | Cancel |

Deploying CloudEdge on VMware ESXi




10. Under the Memoty tab, assign a memory value for CloudEdge

. Click Next.

(@ Create New Virtual Machine

Memory
Configure the virtual machine's memory size.

- O x

Virtual Machine Version: &

Confiquration —Memory Configuration
storage S1268n Maximum recommended for this
Virtual Machine Version 256 GEH 9 guestOs: 1011GB.
%mi‘@ 128 GBH 4 Maximum recommended for best performance: 32756 MB,
64 GBH Default recommended for this
3 el =l guest O5: 4 GB.
SCSI Controller Minimum recommended for this
Select a Disk 16 GB = guest 0S: 512 MB.
Ready to Complete aaEEH
4 GE [l
ZGEEH
1 GEH
512 MBf1
256 MBH
125 MEH
&4 MEH
32 MEH
16 MEH
SMEH
4 Mg

Help |

< Back

|| MNext = Il Caneel
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11. Under the Netwotk tab, select at least 3 NICs, including management interface, data ingress and

data egress. All NIC types should be E1000 or VMNET?3. Click Next.

(&) Create New Virtual Machine - O X

Network Virtual Machine Version: 8
Which network connections will be used by the virtual machine?

Configuration —Create Network Connections

Mame and Location
Host [ Cluster How many MICs do you want to connect?

Storage
Virtual Machine Version Connect at
Guest Operating System Netwark Adapter Power On
CPUs
Memor NIC 3 |VM Network ~|||E1000 ~| +

NIC 2: IVM Network LI IEJ-(-"C'0 LI i
SCSI Contraller
Select a Disk SLSE: I"‘rl'“II Network ;I IElOOO ;I i

Ready to Complete

If supparted by this virtual machine version, more than 4 MICs can be added after the
virtual machine is created, via its Edit Settings dialog.

Adapter choice can affect both networking perfermance and migration compatibility. Consult
the WMware KnowledgeBase for more information on choosing among the network adapters
supported forvarious guest operating systems and hosts.

Help | < Back || Mext = I Cancel |
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12. Under the SCSI Controller tab, keep the default value, and click Next.

SCsI Controller

(&) Create New Virtual Machine

Which SCSI controller type would you like to use?

- O x

Virtual Machine Version: 8

Configuration

Name and Location
Host / Cluster

Storage

Virtual Machine Yersion
Guest Operating System
CPUs

Memory

Network

Select a Disk

Ready to Complete

—5CSI controller
" Buslogic Parallel (not recommended for this guest 03)
™ LSI Logic Parallel
(% LSI Logic SAS
" YMware Paravirtual

Help |

= Back || Mext = Il Cancel
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13. Under the Select a Disk tab, select Do not create disk , and click Next.

(&) Create New Virtual Machine - O >

Select a Disk virtual Machine Version: 8

Confiquration ) A virtual disk is composed of one or more files on the host file system. Together these files appear as a
Mame and Location single hard disk to the guest operating system.

Host { Cluster

Storage Select the type of disk to use.
Virtual Machine Version  Dick
Guest Operating System
CPUs " Create a new virtual disk
Memaory
Network

SCSI Contraller
Select a Disk
Ready to Complete 0 T e T EECT

" Use an existing virtual disk
Reuse a previously configured virtual disk.

E VM3 as

Give your virtual machine direct access to SAM. This option allows you to
use existing SAM commands to manage the storage and continue to
access it using a datastore.

* Do not create disk

Help | < Back || Next = Il Cancel

14. Click Finish to complete.

Step 3: Selecting the CloudEdge VMDK File for VM

1. In the vSphere Client main interface, select Home > Inventory > VMs and Templates to enter

the VMs and Templates page.
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@ localhost - vSphere Client - a X
File Edit View Inventory Administration Plug-ins Help
B B [0 e b g ooy O o macmes] | s s q
& & $ Q  Search Ctrl+Shift+F
- B Hosts and Clusters CurleshiftsH
B =
se ) vomters1 B[ VMs and Templates Ctrl+hiftsV
= @ o030 @ Dstasores and Datastore Custers CrlsShifeD [l Comsuraton QU N T N PPN STy
&:::"‘::—';z; o ® Networking Culshift+N
& Atest s [— Datastores Refresn _Dokte_AddStoage..._Rescan AL
E:;:Mjssmni": Memary Tentiication Status Toevice TorveType Capadty| Free [ Type | LestUpdate T Alarm Adtions
B emeosme ||+ sorse Gtastoe M @ Nomd Lol TOSTBADL. ionSD SES0GE  §72GB VWSS ORI 0250 Enbed ]
@) shual-5G6000-Clout Networking
& v Storage Adepters
@ whomtest base vt | Nevork Adepters
B yfontet vSCHD

select Editing virtual machine settings appears in the right pane. The Virtual Machine Properties

dialog pops

(3 localhost - vSphere Client

up.

In the VMs and Templates page, click the CloudEdge virtual machine created in Step 2, and

Fle Edit View Imventory Administration Plug-ins Help

B [& rome > o mventory b By usand Templates

| [ search rventory

w b G

B8 E localhost

B By vcenters.t
p

B[ yfan-test

(@ vyfan-test_base Vi

G yvfan-test_vSCM_0

[ yyfan-test_vSCM_0,
[

() Altest-5G6000-CloudH

FR8942-CloudS can-SGE

566000-CloudHive-VMy
hua-5G8000-CloudHiy
VML
& wm3
{1 vSOM-tast-SG5000-Clot
@ yyfan-testi-fii H
@ yyfan-test2-fic i
& yyfan-test3-fi e

@1 yyfan-testd-fii 1
(B 2¥-566000-CloudHive-y

Blee R

ource Allocation | Performant

What is a Virtual Machine?

Avirtual machine is a software computer that, like a
physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine s called a guest operating system

Because every virtual machine is an isolated computing
environment, you can use virtual machines as deskiop or
workstation environments, s testing environments, or to
consolidate server applications.

In vCenter Server, virtual machines run on hosts or
clusters. The same host can run many virtual machines.

Basic Tasks
b Power on the virtual machine
B Edit virtual machine settings

45 Convert to a template

Events | Alarms | Con:

close tab [X]

Virtual Machines

Cluster |8

Host

LN Datacenter

vCenter Server

vSphere Client

Explore Further

| Learn more about virtual
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3. In the Virtual Machine Properties dialog, click Add to enter the Add Hardware wizard.

(&) shli - Virtual Machine Properties

Hardware |D|:|tior|s | Resources I Profiles I vServices I

™ Show Al Devices

Hardware | Summary
Wl Memory 1024 MB

d crus 1

Video card Video card
= VMCIdevice Restricted
€y cp/DvD drive 1 Client Device
BB Network adapter1 WM Network
BB Network adapter2 WM Network
BB Network adapter3 WM Network
,ﬂ Floppy drive 1 Client Device
@ SCSI contraller 0 LSI Logic SAS
&= Hard disk1 virtual Disk

1011 GB
512 GBEH
256 @B H
128 B

64 GB

32 GB

& GE

2 GEH

1 GE

256 MEH

128 MBH

64 MB

32 MB

16 MB

G ME

—Memory Configuration

rd

16 GE

4 GEB 4l

512 MB <l

4 ME

— O X

Virtual Machine Version: 8

Memary Size: l::l IGB;I
Maximum recommended for this
=1 guest0S: 1011 GB.

Maximum recommended for best
- performance: 16372 MB.

Default recommended for this
<1 guest OS: 4GB,

Minimum recommended for this
=1 quest 05: 512 MB.

Help |

oK Cancel |
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4. In the Add Hardware wizard, select Hard disk under the Device Type tab, and click Next.

(# Add Hardware

Device Type
What sort of device do you wish to add to your virtual maching?

*

Ready to Complete -
=4 Floppy Drive

(25 Co/DVD Drive

kot USB Controller

USE Device {unavailable)

3l PCI Device (unavailable)

Sl SCSI Device

[Device Type| Choose the type of device you wish to add.
Select a Disk
Create abisk ) (i) serial Port -~ Infarmation
Advanced Cptions -~
) Parallel Port This device can be added to this Virtual Machine.

Help | < Back || Mext > Il Cancel |

|
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5. Under the Select a Disk tab, select Use an existing virtual disk, and click Next.

(& Add Hardware >
Select a Disk
wp_e_ A virtual disk is composed of one or more files on the host file system. Together these
Select a Disk files appear as a single hard disk to the guest operating system.
Select Existing Disk
Advanced Options Select the type of disk to use.
Ready to Complete — Disk

 Create a new virtual disk

(¥ Use an existing virtual disk

Reuse a previously configured virtual disk.

" Raw Device Mappin

S

=}

Give your virtual machine direct access to SAM. This option allows you to
use existing SAN commands to manage the storage and continue to
access it using a datastaore.,

Help | < Back | Next > I| Cancel |

A

6. Under the Select Existing Disk tab, click Browse and the Browse Datastores dialog pops up. In
the Browse Datastores dialog, select the VMDK file imported in Step 1, and click OK. Then
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click Next.

(& Add Hardware

Select Existing Disk
Which existing disk do you want to use as this virtual disk?

Device Type Disk File Path

Select a Disk

Select Existing Disk
Advanced Options

@ Browse Datastores —

Look in: | ISGGUUU—CIoudHive—VMware—E. SRngﬂ |

Name | File Size | LastModified

£5 SG6000-CloudHi. 12 GB 2017/2{14 15:55:23 |

] File type: Compatible Virtuzl Disks (= vmdk, *.dsk, j

Cancel

| Browse... I

A

Mext =

Cancel
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7. Under the Advanced Options tab, keep the default value, and click Next.

(& Add Hardware

Advanced Options

These advanced options do not usually need to be changed.

Device Type
Select a Disk

Select Existing Disk

Ready to Complete

Specify the advanced options for this virtual disk. These options do not nermally need

to be changed.

virtual Device Node
’7 |scst (:0)

|

—Mode
[™ Independent

Independent disks are not affected by snapshots.

 persistent

Changes are immediately and permanently written to the disk.

" Nonpersistent

Changes to this disk are discarded when you power off or revert to the

snapshot.

Help |

< Back | Cancel |
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8. Under the Ready to Complete tab, click Finish to complete.

(&) Add Hardware

*
Ready to Complete
Review the selected options and dick Finish to add the hardware.
Device Type Options:
Select a Disk
Select Existing Disk Hardware type: Hard Disk
Advanced Options Create disk: Use existing disk
—Rea to Complete Virtual Device Mode: SCSI (0:0) )
dy P Disk file path: [datastore 1-M 7] 5G6000-CloudHive-YMware-5, 5R.1P9-2, 3. 1/5G500
Disk mode: Persistent

Help | < Back | Cancel !

After the above three steps, you will deploy CloudEdge by importing VMDK successtully.
Starting and Visiting vEW
After all the setups above, you can now start your vEW.
1. In vShpere Client, click Home > Inventory > VMs and Templates.

2. Right click vFW, and select Open Console. In the prompt, you are accessing to vEW's console

port.

3. Click the green button to start the vEFW virtual machine.

File View WM

=] nn@

6 &R &
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4. Wait for a while, and the system will be up.

5. When the prompt shows the command line interface below, enter default username and password

(hillstone/hillstone) to log in StoneOS.

Helcome

Hillstone Networ ks

Hillstone Stone0S Software Uersion 5.5
Copyright (c) 2886-2815 by Hillstone Networks, Inc.

change_monitor_stat, can not find the mMoni_appinfo_t object for appid BB
login: hillstone

passwHord:

SG-6A084 _

Visiting WebUI of StoneOS

After lo

gging in StoneOS, you will be able to manage StoneOS via vSphere Client. However, you need

to configure vEW's management interface before you can visit its Web interface.

1. Collect necessary information from your network administrator. You need to have the man-

agement interface's IP address, network mask, and gateway IP address.

2. Configure the vFW's management IP address. By default, eth0/0 is the management interface and
it is enabled with DHCP. To assign an IP address to eth0/0, you need to disable its DHCP and
allocate a static IP address you collected from administrator.

Use the following command:

SG-6000# config

SG-6000(config)# intetface ethernet0/0

SG-6000(config)# no ip address dhcp

SG-6000(config-if-eth0/0)# ip address a.b.c.d/netmask
SG-6000(config-if-eth0/0)# manage http | https | telnet | shmp | ssh
SG-6000(config-if-eth0/0)# exit
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no ip address dhcp Disable this interface's DHCP.

ip address a.b.c.d/net- |Enterastatic IP address for this inter-

mask face.

manage {http | https | This command allows access via http,
telnet | snmp | ssh | https, telent, snmp, SSH and ping;
ping}

3. Add a static route. Use the command below to add a route whose next hop is the gateway.

SG-6000(config)# ip vrouter trust-vr

SG-6000(config)# ip route a.b.c.d/netmask A.B.C.D

SG-6000(config)#
a.b.c.d/netmask Specify the destination. If you may
visit any destination, enter 0.0.0.0/0.
A.B.C.D Enter the next hop's address. In this

case, this is the gateway's IP address.

4. Save the settings.

SG-6000# save

5. Test if the gateway is accessible.

SG-6BBB(config-if-ethB- @04 ping 192.168.1.6
Sending ICHMP packets to 192.168.1.6
tiMe(Ms)
4.28

18.8
18.8
9.96
1.1
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6. Enter eth0/0 IP address in the address bar of your browser. You will see the WebUI login page

(make sure you have used manage http command to enable http access).

[] HILLSTONE NETWORKS X

& = ¢ fi [)192168.1.32 w &&=

Hillstone 4 |En

hillstone

Copyright @ 2009-2015 Hillstone Networks. Al rights reserved. Support: tac@hillstonenet com

Upgrading StoneOS

Since StoneOS 5.5R1P7.1, CloudEdge can be upgraded online. If CloudEdge is deployed by importing
ISO file , you can not upgrade the system through the online method. You can just visit StoneOS
WebUI on System > Upgrade Management page to upgrade the firewall when CloudEdge is deployed
by importing OVA file or VMDK file. This upgrade method is recommended. For detailed operations,
you may refer to StoneOS WebUI User Guide.
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Deploying CloudEdge on Xen

CloudEdge is packed in an VHD file, and can be installed on a Citrix XenServer.

Before deploying vEW on Xen platform, you should be already familiar with knowledge about Xen.

System Requirements

vEW has to be installed on a X86-based XenServer host. The XenServer host should meet the fol-

lowing requirements:
o Support Intel VT or AMD-V
e Be able to allocate at least two virtual network cards and the speed can be up to 100MB/s
e 64 bit CPU and the frequency can be up to 1.5GHz
e 2G memory is recommended

¢ 16G hard disk or above, whose type can be SATA, SCSI and PATA

Installing vEW

Before installation of vEW, you have to complete the configuration of the XenServer host and the

XenCenter client.

Step 1: Acquiring vFW software package

Contact salesperson to get the address of downloading vEW software package, and save the VHD image

into your local host.

Step 2: Importing the VHD file

Using the Import wizard, you can import a disk image into a resource pool or into a specific host as a

VM.
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1. Double-click the XenCenter client, and then click the Add new server button on toolbar, enter
a XenServer IP address or name in the pop-up dialog box, and then enter the user name and
password, click Add.

2. on the File menu, select Import, the Import wizard dialog box appears.

3. On the first page of the wizard, locate the disk image file you want to import, click Next to con-

tinue.
4. Specify the VM name and allocate CPU and memory resources, click Next to continue.

5. Specify where to place the new VM and choose a home server(optionally) , click Next to con-

tinue.

6. Configure storage for the new VM, click Next to continue.
On the Storage page, select a storage repository (SR) where the imported virtual disk will be
placed.

7 -
Import Disk Image | = = |
Q Imp g

| @ Select target storage 9 I

Import Source Place the virtual disks in the VMs you are importing onte storage repositories (SRs) in the destination pool or
VM Definition standalone server.
Location -
() Place all imported virtual disks on this target SR:

Networking | Local storage on localhost, 72.8 GB available - |
05 Fixup Settings E_,I Place imported virtual disks onto specified target SRs: J
Transfer VM Settings VM - Virtual Disk Storage Repository
Finish 111 - Virtual Disk (2 GB) Local storage on localhost, 72.8 GE available

\! .
CiTRIX

< Previous | [ Net> || Cancel
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7. Configure networking for the new VM, click Next to continue.

On the Networking page, select a target external network which can visit the Internet in the des-

tination pool/standalone server for the new VM's virtual network interface.

-
€ Import Disk Image ==

I [ﬂ Select network to connect VM e I

Import Source Map the virtual network interfaces in the VMs you are imperting to networks in the destination peol or
L standalone server.
WM Definition

Location Virtual network interfaces in imported Vivs:

Storage VM - Virtual Metwork Interface ( Target Network
CloudEdge - Network 0 (<autogenerated MAC )| [UELSS - i
05 Fixup Settings

Transfer VM Settings
Finish

ciTrIX' |

< Previous ] [ Mext = I [ Cancel

8. Select Don't use Operating System Fixup check box, click Next to continue.
9. Configure Transfer VM(temporary VM) networking, click Next to continue.

e To use automated Dynamic Host Configuration Protocol (DHCP) to automatically assign
networking settings including the IP address, subnet mask and gateway, select Auto-

matically obtain network settings using DHCP.

o If there is no DHCP service deployed on your network, select Use these netwotk settings

to configure them manually. Make sure the Transfer VM is in the same network segment as

XenCenter client.
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10. On the Finish page, review all the import settings and then click Finish to begin the import pro-

cess and close the wizard.

Step 3: Initial login of vFW

To access vEW initially:

1. In the left Resources pane, select the virtual machine which vEW is located in, right click it and
select Start .

Waiting for a while, the virtual machine will start successfully.

2. Aftrlogin prompt, press the Enter key and enter username and password "hillstone"/"hillstone".
login: hillstone

password: hillstone

3. From now on, you can use command line interface to manage vEW. It is recommended to change

your password at earliest convenience.

Visiting vEW's WebUI

The first interface of vEW, eth0/0, is enabled with DHCP by default. If vFW is connected to a net-
wortk with DHCP setver, eth0/0 will get an IP address automatically. You can open vEW's WebUI

interface by visiting eth0/0's address in a browser.

To visit vEW's WebUI:
1. Visit vFW refering to "Deploying CloudEdge on Xen" on Page 76

2. To view IP address of eth0/0, use the command:

show interface ethernet0/0
3. Open a browser (Chrome is recommended), enter eth0/0's IP address in the addtess bar.

4. Enter login name and password (hillstone/hillstone).
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5. Click Login, and you will enter StoneOS's WebUI manager.

6. About how to use StoneOS, refer to StoneOS related documents (click here).

Upgrading vEW

Since StoneOS 5.5R1P7.1, CloudEdge can be upgraded online with .img format file. You can visit
StoneOS WebUI on System > Upgrade Management page to upgrade the firewall. For detailed oper-
ations, you may refer to StoneOS WebUI User Guide.
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Deploying CloudEdge on Hypetr-V

Hyper-V is a Microsoft virtualization product based on hypervisor. To deploy CloudEdge in Microsoft
Azure, CloudEdge should be deployed in Hyper-V at first.

System Requirements
To deploy vEW on Hyper-V, the host should meet the following requirements:
o Support Intel VT or AMD-V
e 64 bit CPU which can provide two virtual cores
e Data execution protection (DEP) function of the hardware must be enabled for CPU
 Be able to allocate at least two virtual network cards
e Windows Server 2012R2 system

¢ 2G memory at least

How vFW Works on Hyper-V Host

vEW on a Hyper-V host usually works as gateway for virtual machines. In order to be able to forward
data from/to the internal virtual machines, you need to connect the vFW tap interface to the Virtual

Switch of Hyper-V host, and the internal virtual machines define vEW as their gateway.
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VSwitch/Bridge

‘Fﬂ vml
) m{m .

Hyper-V host

Preparation

Before installing vEFW, make sure you have a host running a Windows Server system (Windows Server

2012R2 is recommended) and Hyper-V function is added.

Installing vEFW on Hyper-V Host

To install vEW on a Hyper-V host, use the following steps:

Step 1: Acquiring vFW software package

Contact salesperson to get the address of downloading vEFW software package, and save the VHD image

into your Hyper-V host.

Step 2: Creating a Virtual Machine

1. Open Hyper-V Manager, click Operation > New > Virtual Machine in menu bar, the New Vir-

tual Machine Wizard dialog box will prompt.

2. In the dialog box, click Next to create an user-defined virtual machine.
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3. Specify the name and storage location of virtual machine, click Next.
4. Configure the memory in the Allocate Memory page, click Next.

5. On the right Operation panel of the Hyper-V manager home page, select Virtual Switch Manager

to create a virtual network card.
0. Select External type, and then click Create Virtual Switch button.

7. Configure switch name in Virtual Switch Attribute area, and select External Network in Con-

nection Type area, then click OK.

8. In the Configure Netwotk page of New Virtual Machine Wizard, select the virtual switch that was

created just now in the drop-down menu, then click Next.
9. Select Use the existing virtual hard disk, browse the local PC, select the VHD file in step 1.
10. Click Finish button in Summary page.

11. If the virtual firewall you installed requries two vCPUs, right click the new created virtual
machine in the virtual machine list and then select Settings, click the CPU node to set the vCPU

value to 2.

Step 3: Initial login of vFW

To access vEW initially:
1. Right click the new created virtual machine in the virtual machine list and then select Connect,

click the @ button in the toolbar of the dialog box.

Waiting for a while, the virtual machine will start successfully.

2. Aftrlogin prompt, press the Enter key and enter username and password "hillstone"/"hillstone".
login: hillstone

password: hillstone
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3. From now on, you can use command line interface to manage vFW. It is recommended to change

your password at earliest convenience.

Visiting vEFW's WebUI

The first interface of vEW, eth0/0, is enabled with DHCP by default. If vFW is connected to a net-
wortk with DHCP setver, eth0/0 will get an IP address automatically. You can open vEW's WebUI

interface by visiting eth0/0's address in a browser.

To visit vFW's WebUI:
1. Visit vFW refering to "Deploying CloudEdge on Hyper-V" on Page 81

2. To view IP address of eth0/0, use the command:

show interface ethermet0/0
3. Open a browser (Chrome is recommended), entet eth0/0's IP address in the addtess bar.
4. Enter login name and password (hillstone/hillstone).
5. Click Login, and you will enter StoneOS's WebUI manager.

6. About how to use StoneOS, refer to StoneOS related documents (click here).

Upgrading vEW

Since StoneOS 5.5R1P7.1, CloudEdge can be upgraded online. You can visit StoneOS WebUI on Sys-
tem > Upgrade Management page to upgrade the firewall. For detailed operations, you may refer to
StoneOS WebUI User Guide.
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Deploying CloudEdge on AWS

Ovetview

This chapter introduces how to install CloudEdge virtual firewall (abbr. vEW) on Amazon Web Setrvice.

Introduction to AWS

Amazon Web Services (AWS) is a cloud computing platform to provide remote web services.

Among all the AWS components, VPC and EC2 are used in deploying vEW.

e Virtual Private Cloud (VPC) is a logical virtual network. VPC users can has its own private IP

ranges and subnets, with routing tables and gateways.

e Hlastic Compute Cloud (EC2) provides cloud hosting service. EC2 can be used as virtual machine
services. When EC2 is connected through VPC, it can provide strong networking capabilities for

computing resources.
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m Custom Route Table
) Desting —

10.0.0.0/16 local
0.0.0.0/0 igw-id

& —

woes  l—EB T
54.223.147.156(EIP) £c3 [nstance

Router Internet [Gateway Internet

Subnet
\_ 10.0.1.0/24 )

Viain Route Table
Destination | Target

VPC

\__ 10.0.0.0/16 y

Availability Zone

CloudEdge on AWS

CloudEdge is virtual firewall product. vEEW is installed as an EC2 instance to provide firewall function

to virtual services in VPC subnets.
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Custom Route Table
Destination | Target

i

10.0.0.0/16 local
m

®

EC2 Instance VFW ==

Router [[nternef| Gateway Internet
Subnet 1

\ 10.0.1.0/24 Y

VPC Main Route Table
\__10.0.0.0/16 _J Destination | Target

10.0.0.0/16 local

o Availability Zone

Typical Scenarios

VPC Gateway

A VPC provides network virtualization similar to a traditional physical network in topology and func-
tion. CloudEdge is deployed at the service entrance as the VPC gateway to protect your EC2 instances
by inspecting all traffic to identify users, applications, content, and to set granular access control policy,
block known and unknown threats, as well as to guard against abnormal behavior. In a dynamic AWS
deployment solution — when EC2 instances are added or changed to accommodate workload —

CloudEdge is rapidly and automatically updated with new security policies and IP addresses.

Corporate VPN

VPN capability is a common requirement in the traditional enterprise network. When enterprise busi-
ness migrates to AWS, users access cloud data and manage EC2 instances through an encrypted VPN
tunnel. CloudEdge offers multiple VPN modes, such as IPSec VPN and SCVPN, to satisty different
requirements. In the hybrid-cloud mode, standards-based site-to-site VPN connections are established

between the corporate local network, branches and your AWS virtual service — the virtual firewall
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applies access control based on application, user, and content to guarantee valid and continuous access

to usets on remote links.

Server Load Balancing

CloudEdge provides DNAT-based server load balancing (SLB), helping enterprises establish an EC2
cluster on AWS — traffic can be assigned equally to different EC2 instances, all providing the same ser-
vice. When an EC2 instance reaches its workload threshold, CloudEdge forwards the connection
request to another instance to avoid discarding the request. Multiple SLB algorithms are supported,
including weighted hashing, weighted least-connection and weighted round-robin. The advantage of
integrating SLB with the firewall is that the firewall can inspect and analyze all inbound traffic. In the
VPC, this means thatCloudEdge can block attack threats hidden in traffic to protect all of your EC2

instances.
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Topology of CloudEdge on AWS for This Guide

This guide uses a scenario that CloudEdge virtual firewall (vEW) works as Internet gateway for
instances in a VPC. To better understand vEW, every step and screen shot in vEW deployment on
AWS is based on this topology. The subnet name, IP address, interfaces in this topology are the actual
lab setups we used while we are writing this guide. This topology is only for reference. In your real con-

figurations, you need to change the subnet, interface or IP address to meet your requirements.

In this design, AWS VPC contains two subnets. Subnet 0 is for private internal servers; Subnet 1 con-
nects the interface ethO of vEFW. vFW is deployed as a gateway of VPC and it controls in-and-out traffic
of Subnet 0.

Also, ethO is connected to VPC Internet gateway. If it is configured with DNAT rule, Internet users
will be able to visit private servers in Subnet 0. If it is configured with SNAT rule, the private servers

will be able to access to Internet.

N (_ﬂ Subnet 1 (Manage)
10.0.2.0/24
1000 l'- 10.0.2.174
Main Route Table 10.0.0.98 . W52.8.64.02(FIP)
Target EC2 Instances qb @

10.0.0.0/16 _local T Router

0.0.0.0/0 viw Subnet 0 (Private) Internet|Gateway Internet
10.0.0.0/24 )

VPC
\__ 10.0.0.0/16 )

Availability Zone

Region )

Custom Route Table

Destination | Target

10.0.0.0/16 local

0.0.0.0/0 igw-id

e VPC: 10.0.0.0/16.

o Subnet 0 (Manage): 10.0.0.0/24. Subnet 0 is the subnet which contains private servers (as EC2
instances). We can simply take Subnet O as the internal network of an enterprise in which Web serv-

ers, FTP server and mail servers are placed.
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e Subnet 1 (Public): 10.0.2.0/24. Subnet 1 represents VPC subnet where vEW will be deployed. Sub-

net 1 is the subnet of vFW's management interface eth0/0.
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Preparing Your VPC

You must have an AWS account in order to use AWS services. To apply or login, go to AWS website
(click here). More information about VPC, please refer to AWS VPC documentation (click here).

In this guide, we presume that our readers have built a VPC network, and the default subnet, Subnet O,
is named for Manage. The Manage subnet has a default route whose next hop is directed to Internet
gateway (IGW). In this chapter, we will introduce to you how to set up a subnet. In the later steps, we

will put the firewall's ethO into this subnet.

After setups in this chapter, you will get the following VPC and its subnets:

e VPC: 10.0.0.0/16
e Subnet 0 (Manage): 10.0.0.0/24

« Subnet 2 (Public): 10.0.2.0/24

Step 1: Log in Your AWS Account

1. Login AWS console (click here) with your AWS account.

2. Under the AWS console home, click VPC.

VPC
CloudFront
Direct Connect
Route 53
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3. Enter the VPC dashboard.

VPC Dashboard

Filter by VPC:
None

Virtual Private Cloud
Your VPCs

Subnets

Route Tables

Internet Gateways

DHCP Options Sets

. Resources ©

Start VPC Wizard Launch EC2 Instances

Note: Your Instances will launch in the US West (N. California) region

You are using the following Amazon VPC resources in the US West (N

California) region:

1VPC

2 Subnets

1 Network ACL

1 Security Group

0 VPC Peering Connections
0 VPN Connections

1 Internet Gateway
© Route Tables
0 Elastic IPs
< Running Instances
0 Virtual Private Gateways
0 Customer Gateways

Elastic IPs 0 Endpoinis
Endpoints
Peering Connections VPN Connections

) Amazon VPC enables you to use your own isolated resources within the
Security AWS cloud, and then connect those resources directly to your own
datacenter using industry-standard encrypted IPsec VPN connections.
Network ACLS

Security Groups VPN G i VPCID  Status

‘You do not have any VPNs.
VPN Connections Y

Create VPN Connection

Customer Gateways

Service Health

Current Status

@ Amazon VPC - US West (N. Califc

@ Amazon EC2 - US West (N. Calif

View complete service health details

Additional Information

VPC Documentation
All VPC Resources
Forums

Report an Issue

Step 2: Adding Subnets into VPC

In this guide's design, eth0/0 is the management intetface for managing CloudEdge system, and also is

the business interface to process flow-in traffic. Later, we will use a test EC2 instance to check if the

CloudEdge firewall can function.

Subnet 0 (Manage) is already created in the step above. Next, in this step, we will introduce how to cre-

ate a new subnet.

Use the configuration steps below to add a new subnet:

1. In VPC Dashboatd, click Subnets, and then click Ctreate Subnet.

AWS ~ Services v

VPC Dashboard

Route Tables

Internet Gateways

Subnet Actions +

Filter by VPC:

None v Qf—+:: ~h Subnets and their prop X
Virtual Private Cloud Name ~  SubnetID - | state -~
Your VPCs Manage & subnet-8e291beb available
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2. Enter the name "Public", and select your VPC from VPC drop-down menu. In the CIDR block

text-box, enter its subnet address "10.0.2.0/24".

Create Subnet x

Use the CIDR format to specify your subnet's |P address block (e.g., 10.0.0.0/24). Note that block
sizes must be between a /16 netmask and /28 netmask. Also, note that a subnet can be the same size

as your VPC.
Name tagl Public I

VPC( vpc-0f85566a (10.0.0.0/16) | VPC ¥ )

Availability Zone | Mo Preference ¥

CIDR bloc [ 1002024 ] |

3. Click Yes, Create.

Step 3: Modifying Route Tables

AWS VPC has implicit router. We assume that a main route table with a default route entry whose next
hop is Internet gateway has been configured in the router. After the subnet is created, its route table
only has a route entry whose next hop is local. In this user guide design (refer to "Topology of
CloudEdge on AWS for This Guide" on Page 89), we will make sure that Subnet 1 (Public) is con-
nected to the main route table (whose next hop is Internet gateway) , so that Subnet 1 (Public) can be

accessed by the Internet.

In order to modify route tables:
1. In VPC Dashboard, click Subnets and select the new created subnet.

2. Click the <Route Table> tab below, and then click Edit.

3. Select correct route table from the <change to> drop-down menu to associate Subnet 1 (Public)

to main route table.

4. Click Save to save the above configurations.
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Installing CloudEdge on AWS

CloudEdge is installed in AWS as an EC2 instance.

This section introduces how to install CloudEdge in AWS. After you finish configurations in this sec-

tion, you will:
e have a running StoneOS system
o sce that interface ethO has acquired private IP addresses and elastic IP addresses (public)

e be able to visit the CLI and WebUI of StoneOS

CloudEdge image can be purchased from AWS Marketplace. CloudEdge image includes the following
two types: pay-on-demand and BYOL(Bring Your Own License). If you want to know how to select
VM models, refer to "Ovetrview" on Page 1. CloudEdge for AWS may be launched either from the
AWS Marketplace “1-Click Launch”  or directly from the EC2 Console. This guide will introduce
both methods step by step.

1-Click Launching CloudEdge

Using 1-Click launching, you will get an instance set up ready for you just with 1 click.

1. Go to the AWS Marketplace and login with your credentials. Hillstone CloudEdge can be found

by being searched by the key word "Hillstone".

2. You may select "Standard Edition" or "Advanced Edition" depending on you selection of plat-

form model .

3. After opening the product, click Continue.
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4. Configure the settings under 1-Click Launch: Select CloudEdge system version, your intended

region to use this instance, and instance type for this instance.

Hillstone CloudEdge Virtual-Firewall Standard Edition(BYOL)

1-Click Launch Manual Launch Price for your selections:
Review, mody, and launch With EC2 Console, APIs or CLI
$0.07 / hour
Click "Launch with 1-Click" to launch this software with the settings m3.medium EC2 Instance usage fees
below $0.10/ GB / month

) EBS General Purpose (SSD}
The default settings are provided by the software seller and AWS Marketplace

» Version u“ﬂ !g ! lﬂﬁ !

55R1F1, released 09/21/2015

» Region
US East (N. Virginia) w Cost Estimator

Bring Your Own License (BYOL)

v EC2Instance Type Available for customers with current licenses purchased

via other channels
2micro =] memory 375GB
m3.medium cPu 3 EC2 Compute Units (1 virtual phe
core) $48 24 | month
Storage 1x4GBSsD m3.medium EC2 Instance usage fees
Platform Ga-bit Assumes 24 hour use over 30 days
Network Moderate
performance
. APl Name m3.medium AWS Infrastructure Charges

$48.24 | month
Costvaries for storage fees

» VPC Settings 548 24 hourly EC2 Instance fees for m3 medium

VAT e Al G P Varied EBS Storage and data transfer fees I

5. Please be noted that you should have already built a VPC for CloudEdge. Select the VPC and sub-

net. More subnets can also be added later in management console.

6. For Secutity Group, we recommend you select the existing group with "Hillstone CloudEdge"
name on it. The Hillstone security group opens potts to allow all potential communication. Please

do not select a security group that does not allow SSH, HT'TP or HTTPS connection, which will
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incur disconnection.

w Security Group

A security group acts as a firewall that controls the traffic allowed to reach one or more instances. Learn
more about Security Groups.

“fou can create a new security group based on seller-recommended settings or cheose one of your
existing groups.

Hillstone CloudEdge Virtual-Firewall Standard Edition-BYOL--5-5R 1F1-AutogenByAWS
MP-

v

Description:
This security greup was generated by AWS Marketplace and is based on recommended settings for
Hillstone CleudEdge Virtual-Firewall Standard EditionByOL version 3.3R1F1 provided by Hillstone

Metworks
Connection Method Protocol Port Range Source (IP or Group)
HTTP tep 30- 80 0.0.0.0/0
tep 4500 - 4500 0.0.0.0:0
tep 4433 - 4433 0.0.0.0/0
tcp 1280 - 1280 0.0.0.0/0
S5H tep 22-22 0.0.0.0:0
tep 500 - 500 0.0.0.0/0
tep 2222 - 2222 0.0.0.0:0
udp 4500 - 4300 0.0.0.0/0
udp 4433 - 4433 0.0.0.0/0
udp 500 - 500 0.0.0.0:0
HTTPS tep 443 - 443 0.0.0.0/0
( Warning

Rules with source of 0.0.0.0/0 allows all IP addresses to access your instance. We recommend
limiting access to only known IP addresses.

7. Select a key pair. It will be used in SSH login.

« Key Pair

lwh-key v

To ensure that no other person has access to your software, the software installs on an
EC2 instance with an EC2 key pair that you created. Choose an existing EC2 key pair
in the list.
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8. Click Launch with 1-Click.

An instance of this software is now deploying on EC2.

= If you would like to check the progress of this deployment, go to the AWS Management Console ™
= The software will be ready in a few minutes

Usage Instructions

How to deploy Virtual Firewall on AWS: http://www.hillstonenet.com/wp-content/uploads/SGB000-VM_-
vFW._Installation_Guide pdf?™™

Service Catalog
Click here for instructions to deploy Marketplace products in AWS Service Catalog.

Software Installation Details

Product  Hillstone CloudEdge Virtual-Firewall Standard Edition(BY OL)
Version  55R1F1, released 09/21/2015
Region  US East (N. Virginia)
EC2 Instance Type  m3.medium
VPC  vpc-afefecc2
Subnet  subnet-fb82d08c

Security Group  Hillstone CloudEdge Virtual-Firewall Standard Edition-BY OL--5-5R1F 1-AutogenBy AWSMP-

Key Pair  lwh-key

9. Click Manage in AWS Console. You will jump to EC2 management console where you can view

and continue setting up CloudEdge.

i-ba18e16d (D running Manage in AWS Console @ Access Software [0
Wersion 5.5R1F1

10. Default logging into CloudEdge is usename "hillstone" and key pair.

Launching CloudEdge from EC2

You can also start CloudEdge EC2 with EC2 wizard.

Step 1: Selecting CloudEdge from AWS Marketplace

1. Go to the AWS Marketplace and login with your credentials. Hillstone CloudEdge can be
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found by being searched by the key word "Hillstone".

2. You may select "Standard Edition" or "Advanced Edition" depending on you selection of plat-

form model.
3. After opening the product, click Continue.

4. Under Manual Taunch, select system version and click Launch with EC2 Console next to your

intended region.

5. You will jump to EC2 installation wizard to continue your setup.

Step 2: Choosing AMI

AMI is a special virtual appliance that includes operating system, applications and any additional soft-

ware that are required for installing an instance.

It will take a few minutes before you can see vEW AMI in your AWS.
1. You are in the step 1: Choose AMI. Click AWS Marketplace, and search for CloudEdge products.
2. When you find your intended product, click Select.

3. You will move to next step.

Step 3: Choosing Instance Type

Choose the instance type based on the product model. The selected instance should at least meet the
minimum requirements of the specified product model. For more information, refer to the vEW
Models. Currently, the supported instance types include t2 instance, t3 instance, m5 instance, m5a

instance, and c5 instance.

Select the radio button of your intended instance type, click Next: Configure Instance Details.
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Step 4: Configuring Instance Details
In this step, we choose VPC and VPC subnets for the instance.

1. Under the Network drop-down menu, select the VPC to which vEW belongs. Select the Subnet
1(Public) to associate to ethO from the drop-down list of Subnet. You can keep other options as

default.

2. Click Next: Add Storage.

Step 5: Adding Storage

1. vFW needs two volumes. The root volume stores vEW image, and the second volume saves con-
figurations files. If you cannot see two volumes on this page, which means that your AMI has
only one default volume in its settings, you can add a new volume by clicking Add New Volume.

For the second volume, you can keep default values, and the size can be just 1 GB.

1.Choose AMI  2.Choosenstance Type  3.Configure Instance  4.Add Storage  5.TagInstance 6. Configure Security Group 7. Review

Step 4: Add Storage

Your instance will be launched with the following storage device settings. You can attach additional EBS volumes and instance store volumes fo your instance, or
edit the settings of the root volume. You can also attach additional EBS volumes after launching an instance. but not instance store volumes. Learn more about
storage options in Amazon EC2

Type (i) Device (i) | Snapshot (i) size (GiB) (i)  Volume Type (i) I0PS (i) | Delete on Termination (i)
Root Idevixvda snap-8c6a69ad [1 | General Purpose (SSD) v| 3/3000 =
[EBS v] [idevisdc v] [Search (case-insensitivd [t ] | General Purpose (SSD) v| 3/3000 a

Add New Volume

2. Click Next: Tag Instance.

Step 6: Tag Instance

Tag is used to mark an instance. Any tag you add here will not influence configuration of you instance.

You can configure or just ignore this step, and click Next: Configure Security Group.
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Step 7: Configuring Security Group

A security group is a set of firewall rules that control the traffic for your instance. AWS EC2 has a

default rule to allow all SSH connections. In order to access to CloudEdge, we need to add a new rule

to allow traffic of all types.

1. Select Create a new secutity group, and enter names and description.

Assign a security group: |[® Create a new security group )

O Select an existing security group

Security group name: \vPC

Description: \vPC

2. Click Add Rule to add a rule which allows all types of traffic.

Tpe (0 protoce (i FortRange (1

[ =

s
i oo

o0

3. Click Review and Launch.

Step 8: Launching Instance

1. On the review page, look at all the configurations and click Launch.
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2. AWS will pop up a prompt to ask you for key pair. Select Create a new key pair, and enter a name

for the private key file.

Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI .

| create a new key pair v

Key pair name
|keypair ‘

Download Key Pair

You have to download the private key file (~ pem file) before you can continue.
Store it in a secure and accessible location. You will not be able to download the
file again after it's created.

Cancel aUnc

3. Click Download Key Pait, your browser will start downloading a PEM file with the name you just

entered. You should save this private key file in a secured location. It will be used later.

4. Click Launch Instances. AWS will boot this instance. A message will show up when the instance

is launched successfully. You may click View launch log to see the launching process logs.

Launch Status

V Your instances are now launching
The following instance launches have been initiated: i-6061f8a2 &iew launch Ioa
o S

Q Get notified of estimated charges

Create billing alerts to get an email notification when estimated charges on your AWS

5. Click View Instance, you will be redirected to instance list. The CloudEdge instance is being ini-

tialized.

Name - Instance ID ~ | Instance Type ~ Availability Zone ~ Instance State ~ Status Checks = Alarm Status P

- i-6061f8a2 2 small us-west-1a @ running Z Initializing  Nope %
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Configuring Subnets and Interfaces

Allocating Elastic IP Addresses

Elastic IP (EIP) is a static public IP address allocated by AWS. When an instance is assigned with an

EIP, this instance is open to public and has its public address.

As the DHCP function of eth0 interface is enabled by default, after the virtual firewall is started, the

ethO interface is automatically assigned with a private IP address. We will apply for an elastic IP address

for eth0. After that, ethO interface has a private IP address and public IP address. The two IP addresses

are mapped to each other automatically. You do not need to set up rules to allow traffic from one

address to the other.

1. In EC2 management console, click Elastic IPs from the left navigation.

2. Click Allocate New Address to request a new IP address.

[ Allocate New Address ]

Associate Address

3. In the prompt, click Yes, Allocate. The new elastic IP address will be assigned to you.

4. Select an EIP, click Associate Address. In the prompt, enter the ID of vEW's ethO (you can find

eth0's ID from vEFW's instance information). Click Associate, this EIP will be the public IP

address of vEFW's management interface eth0.

Associate Address

Select the instance OR network interface to which you wish to associate this IP address (52.8.64.62)

Instance  [Search instance ID or Name tag ]

Network Interface Uenmrs?essﬂ

Private IP Address ‘ 10.0.2174*

O Reassociation

( A Warning

1P addresses.

If you associate an Elastic |P address with your instance, your current public |P address is released. Learn more about public
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5. Go back to the EIP list, you will find that the associated EIPs have their private address, interface

ID, and public DNS address.

Viewing vEFW Instance Information

In the EC2 management console, click Instances from left navigation, and then select the vEW

instance in the list. The instance detailed information is shown in the pane below the list.

[EVLTLRLECLE Connect  Actions v
e o w

QF search o (2] 1to30f3
Name ~ | InstanceID | Instance Type ~ Availability Zone - Instance State | Status Checks -~ Alarm Status | Public DNS - PublicIP ~| KeyName - Monitoring - Launch Time | Secu
0183363 mi.smal @ running © 22checks.. None % disabled May 27, 2015 at 44822 PM...  defa
6061622 t2.smal @ teminated None » disabled June 11, 2015 at 12:42:51 P
L] i-afd74f6d 2 micro us-west-ta @ running © 22checks...  None Y  ec2528556uswest-.. 528556 M disabled June 11, 2015 at 3:49.43 P. viw

Network Interface eth1

Interface 1D eni-c887¢990

Instance: | i-afd7afed  Elastic | Vpe-0fB5566a mEE
er 662900231914
Description | Status Checks attached
Instance ID Thu Jun 11 15:49:43 GMT+800 2015 Public DNS  c2-52-8-55-6 us-west-1 compute amazonaws.com
Instance state = tue PubliclP 528556

Private IP Address  10.0.2.174
Private DNS Name i

Instance type
Private DNS

ElasticIP 5286462
Availability zone  us-viest-1a

Private IPs Security groups Vi les

Elastic IP Address  52.8.64.62

Scheduled events  No schedued evert
SourcelDest. Check  true cheduled events Hiedevents

Secondary private IPs.

VvPCID AMIID  VMO1-release (ami-b75eb013)
Subnet ID Platform -
Network interfaces IAMrole -
ethi
Sourceldest. check  True Key pair name -
Owner 662900231914
EBS.optimized  False Launch time  June 11, 2015 at 3:49.43 PM UTC+8 (less than one hour)
Root device type  ebs Termination protection  False
Root device  /dev/xvda Lifecycle  nomal
Block devices  /dev/xvda Monitoring ~ basic

Idevisdb
Alam status  None
Kemel ID -
RAM diskID -

Purchase and Apply for License Software

This step is only applicable to the BYOL type of products.

After you purchased BYOL type product, Hillstone next generation virtualization firewall License is
also needed, which ensures vEW run normally in AWS. Please contact the Hillstone salesperson to get

the license software. To install the license software in vEW, see "Installing License" on Page 8

Visiting CloudEdge

In CloudEdge default settings, only the access to eth0. is enabled. So, we will use SSH connection to

visit ethO before we can visit its other ports.
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Visiting CloudEdge from Windows Using PuTTY

We use Windows to explain how to visit ourCloudEdge instance.

Before connecting, you will need to complete the following prerequisites:

e Install PuTTY (recommend by AWS): Download and install PuTTYgen and PuTTY. You may

download from PuTTy Downl.oad Page.

o Get the Elastic IP of the instance: the eth0's public IP address.

e Locate the private key (PEM file)

« Enable inbound SSH traffic from your IP address to your instance: this settings is default. If you
did not change settings, you will have SSH inbound access.
Step 1: Converting Your Private Key Using PuTTY gen

PuTTY does not natively support the private key format (.pem) generated by Amazon EC2. PuTTY has
a tool named PuTTYgen, which can convert keys to the required PuTTY format (.ppk). You must con-
vert your private key into this format (.ppk) before attempting to connect to your instance using

PuTTY.

To convert your private key

1. Start PuTTYgen (for example, from the Start menu, click All Programs > PuTTY > PuTTYgen).

2. Under Type of key to generate, select SSH-2 RSA.

Parameters

Type of key to generate:
() 55H-1 (R58) (® 55H-2 BSA (C)55H-2 DSA

Mumber of bits in a generated key:

3. Click Load. By default, PuTTYgen displays only files with the extension .ppk. To locate your
.pem file, select the option to display files of all types.

4. Browse and select PEM file.
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5. Click Save private key, and save it (a .ppk file ) to a secured location on your PC. It will be used

soon.

6. Close PuTTYgen.

Step 2: Starting a PuTTY Session

Use the following procedute to connect to your instance using PuTTY. You'll need the .ppk file that

you created for your private key.

1. Start PuTTY (from the Start menu, click All Programs > PuTTY > PuTTY).

2. In the Categoty pane, select Session and complete the following fields:

Category:
=3 S_ession ” | Basic options for your PuTTY session |
i I._cgging Specify the destination you want to connect to
EI T\Tmlnal Host Mame (or |P address) Port
|52.8.64.62 | [22 |
¢ - Features Connection type:
= Window (OJRaw () Telnet () Flogin @ S5H () Seral

o In the Host Name box, enter instance's public IP (ethO public address).

o Under Connection type, select SSH.

o Ensure that Pott is 22.
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3. In the Categoty pane, expand Connection > SSH > Cipher, and move 3DES up to the top.

Eﬁ PuTTY Configuration *
Category:
Bell ~ | Options controling S5H encryption |
- Features Encryption options
[ | & Window Encryption cipher selection palicy:
(| | popexonos
- Behaviour = ;
[ - Translation QIESWE‘EEHQ oniy}
! - Selection - wam below here —
... Colours Arcfour (S5H-2 anly)
L | =-Connection DES
I - Diata [ ] Enable legacy use of single-DES in $5H-2
i .. Provy
4 - Telnet
- Rlogin
=-55H
- Cipher
- Auth
- K11
k - Tunnels
- Bugs
- More bugs v
| Open | Cancdl

4. In the Category pane, expand Connection > SSH > Auth. Click Browse, and select the .ppk

file that was generated for private key pair.
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ﬁ PuTTY Configuration @
Category:
= Terminal - Options controlling 55H authentication
- Keyboard
- Bell Bypass authentication entirely (SSH-2 only)
.. Features | Display pre-authentication banner (S5H-2 anby)
= Wi ,
Vindow Authertication methods
- Appearance o _
- Behaviour | Attempt authentication using Pageant
. Tranelation Attempt T1S or CryptoCard auth (SSH-1)
- Selection o | Attempt "keyboard-interactive” auth (SS5H-2)
- Col -
—~Cmm§;§: 3 Authentication parameters
- Data Allow agent forwarding
- Promy Allow attempted changes of usemame in S5H-2
- Telnet Frivate key file for authentication:
- Rlogin C:\Keys\my ir ok Bro
N \myeey-pair.pp WEE..
—I-55H l—l
5 Adh
: - (355API
Al ~
4 [Tl b
| About | | Help | [ Cpen ] | Cancel

5. Click Open. If a prompt appears, click OK.

6. A command line dialog appears. It prompts for you to enter username. Type hillstone, and you

will be connected to your instance.

B2 52.8.178.194 - PuTTY

enssh-key"

Visiting WebUI of StoneOS

1. In order to enable WebUI access, enter the command below to enable ethO's http protocol

first:
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SG-6000# config
SG-6000(config)# intetface ethernet0/0
SG-6000(config-if-eth0/0)# manage http

2. Enter the EIP of ethO into the address bar of you browser, and then you are in the login page of

StoneOS.

3. Enter the default username "hillstone". For default password, enter CloudEdge instance ID.

The instance ID can be found in AWS EC2 instance page.

Name = Instance ID -~ Instance Type ~ Awvailability Zone ~ Instance State -

[ ] i-6061f8a2 t2 small us-west-1a @ running

4. Click Login, you will enter StoneOS web management interface.

DNotcs: We recommend that users run StoneOS WebUI on Chrome and IE 11 which have

been tested for browser compatibility.
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Basic Configurations of StoneOS

Creating a Policy Rule
To create a policy rule that allows all traffics from and to all directions:
1. Select Policy > Secutity Policy.

2. Create a security policy that allows all types of traffic (every field is set to Any).

Policy Configuration X
‘ Basic Name |P9"“"1 ‘ (0~085) chars
‘ e 4 Source

Zone Any

Address Any

User/User Group:
Destination
Zone Any
Address Any
Other
Service/Service Group: | ANy
APP/AFPP Group -
Schedule:
Action

@ Permit @) Deny (@ Security connection

WebAuth can only trustur

oK Cancel

3. Click OK.

Or, you can use the following command in CLI:

SG-6000(config)# rule id 1 from any to any setvice any permit
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Testing

In order to test whether the private network traffic can be through the virtual firewall, we will con-

figure the SNAT and DNAT function in the virtual firewall.

We will create a virtual machine with a Windows 2012 Server system in AWS VPC to test that if the
servers in private subnet can connect to Internet via vEW.
Creating a Test Virtual Machine (Windows)

In this section, a Windows 2012 Server virtual machine will be created. This virtual server will be an

internal server in a company's private network, and it connects to public network by vEW.

Step 1: Modifying Route Table

Before the SNAT function is enabled, you need to add a route entry for the route table used by the sub-
net Subnet 0 (Manage), whose destination address is 0.0.0.0/0 and the target is the ID of the intetface

ethO, in order to make sure packets from Subnet 0 (Manage) can access the Internet through the virtual
firewall.

To modify the route table of private subnet:

1. In VPC console, select Route Tables from left navigation, modify the route table name of Subnet

0 (Manage) to "vEW" for easier search.

2. In the lower part of this page, click the <Routes> tab, and then click Edit.
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3. Click Add another route, and enter the ID of vFW's ethO.

rth-5d63b838 | vFW

Summary Routes Subnet Associations Route Propagation

Destination Target Status  Propagated Remoy
10.0.0.0/16 local Active  No
(n.u.n.um | [eni-d787e981 Active  No ) [x]

Add another route

4. Click Save.
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Step 2: Creating EC2 instance

1. Go to EC2 management console, click Launch Instance.

2. From AWS AMI community, select a Windows Server 2012, click Select.

1.Choose AMI 2 Choose Insance Type 3 Confgure nstance 4 Add Storage 5. Tagnstance. 6 Configure Securiy Group 7. Review

Step 1: Choose an Amazon Machine Image (AMI) Cancel and Exit

|An AMI is 2 tempiate that contains the software configuration (operating system, appiication server, and applications) required to launch your instance. You can select an AMI provided by AWS, our user community, or the AWS Marketplace: or you can select one of your own AMIs.

Quick start 11022 0122 AMis
My AMis Amazon Linux AMI 2015.03 (HVM), SSD Volume Type - am-d1141265 =3
h Linox AMIis image. The deaul o ine toos, Python, Ruby. Per, and Java The reosicries incluce Docker, PHP. MySQL. PostgreSCQL, and other packages
AWS Marketplace N B v " v “ packea 64-bit
Rootaevesyps evs Ve sontype:
‘Community AMIs
@  RedHatEnterprise Linux 7.1 (HVM), SSD Volume Type - ami-abd0abe1 =3
@ Free tier only @ RedHat_ Red Hat Enterprise Linux version 7.1 (HVM), EBS General Purpose (SSD) Volume Type et
Rootaeves ype s Ve sntrpe:

3 SUSELinuxEnterprise Server 12 (HVM), SSD Volume Type - ami b05bdfic =3
SUSE Linux  SUSE Linux Enterprise Server 12 (HVM), EBS General Purpose (SSD) Volume Type. Public Cloud, Advanced Systems Management. Web and Scripting. and Legacy modules enabled. bt
[P ——
Ubuntu Server 14.04 LTS (HVM), SSD Volume Type - ami.iSagséb =3
Ubuntu Server 14.04 LTS (HVM), EBS General Purpose (SSD) Volume Type. Support bt

Microsoft Windows Server 2012 R2 Base - ami-830ec0c7

Microsoft Windows 2012 R2 Standard edition with 64-5 architecture. [Engiish]

¢ RN roctceicetpe cbs  vetazaton type: b

saL press - ami-0d648a49 m

Windows Server 2012 R2 Microsoft SQL Server 2014 Expross odition. [English]

640t
Rootdevce e ebs  Vituazaton ype b

3. Keep the default settings in instance type page, click Next: Configure Instance Details.
4. Select your VPC and subnet Private: 10.0.0.0/24.

5. Click Next for consecutive three times to keep default values, and move to <6. Configure Secur-

ity Group> page.
On this page, add a rule to allow all traffic.

[ Security group name: [windows2012 ] |

[windows2012 ) ]
Type (i) Protocol (i) Port Range (i) source (i)
RDP v [rep 3389 | Anywhere v [0.0.0.0/0
A [o-e5535 [Anywhere v |]0.0.0.00
Add Rule

6. Click Review and Launch, and in the treview page, click Launch.

7. (Importantl) In the prompt, select Create a new key pair from drop-down menu. Enter any name,

and click Download Key Pair. Your browser will automatically download the key pair file (.pem).

Deploying CloudEdge on AWS 112



You should save that file to a secured location and it will be used later.

Select an existing key pair or create a new key pair X

A key pair consists of a publie key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI .

| Create a new key pair v

Key pair name
|Win8erver |

| Download Key Pair |

You have to download the private Key file (* pem file) before you can continue.
Store it in a secure and accessible location. You will not be able to download the
file again after it's created.

Cancel Launch Instances

8. Click Launch Instance. The Windows EC2 instance will start to boot.

Step 3: Acquiring Password of Test Instance
To connect to the test Windows instance, you will use the key pair file.

1. In EC2 instance list, right click the new Windows instance, and select Connect.

B win2012 i-efe8702d Connect

Get Windows Password

Launch More Like This

Instance: |i-efeB?lJ2d (win2012) Privat
Instance State

Instance Settings

Description Status Checks Monito
Image

Networking

Instance state  running CloudWatch Monitoring

Instance ID  i-efe87024

2. In the prompt, click Get Password, and in the prompt, click Choose File, then browse and import

the private key file (.pem) which was saved in the previous step.

Deploying CloudEdge on AWS 113



3. Click Decrypt Password, you will see plain text password. You are advised to copy the password

to a text file.

Connect To Your Instance X

You can connect to your Windows instance using a remote desktop client of your choice, and by
downloading and running the RDP shortcut file below:

Download Remote Desktop File

When prompted. connect to your instance using the following details:

Private IP 10.0.0.98
sername  Administrator

Password  taz@xKqu)q

IT you've joined your instance to a directory, you can use your directory credentials to connect to your
instance.
If you need any assistance connecting to your instance, please see our connection documentation.

4. Close this dialog;

Step 4: Creating a DNAT rule

In order to publish interface servers on a publicly accessible address, we should create a DNAT rule for

internal servers which provide services to public network.

In this design, the DNAT rule will use ethO0.
1. In vFW's StoneOS, select Policy > NAT > DNAT, and click New > Advanced Configuration.

2. In the prompt, select Any for the <Source Address> field, enter the private IP address of ethO

for the <Destination Address> field, and enter the private IP address of your internal server for
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the <T'ranslate to> field.

DNAT Configuration X
Basic Requirements
Virtual Router: | frust-vr A
R Source Address Entry w || Any -
Address
Destination | [ Address ~|[1002174
Address
Service: Any v
Translated to
Action: HAT () Mo MAT
(Tranmm 1o |IP Address + [10.0.0.98] ]
Translate Service Port to
Port [T] Enable Port: (1-65,535)

Load Balance: [7] Enable If enabled, trafiic will be balanced to different Intranet servers

Others
HA aroup: @0 @1

Description: (0-63) chars

oK Cancel

3. Click OK.

Or, you can use the following command in CLI:
SG-6000(config)# ip vrouter trust-vr
SG-6000(config)# dnatrule from any to 10.0.2.174 trans-to 10.0.0.98

Step 5: Creating an SNAT rule

SNAT rule is used when your internal servers want to visit public network. If your private server is just

used to provide services and will not visit Internet, you can omit this section.
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1. Select Policy > NAT > SNAT, click New.

2. In the prompt, create an SNAT rule to translate any traffic to egress interface.

SNAT Configuration X
Basic Requirements
Virtual Router; | frust-vr >
Sinced Source Address Entry ~ || Any i
Address:
Destination Address Entry || Any -
Address:
Egress All Traffic -
Service Ay ~
Translated to
Translated: &) Specified IP ©) No NAT
Mode: Dynamic port
Sticky: Enable

If "Sticky™ is selected, all sessions of one source P will be mapped to a fixed IP

Others
HA group: ] o1

Description (0-63) chars

OK Cancel

3. Click OK.

Or, you can use the following command in CLI:
SG-6000(config)# ip vrouter trust-vr

SG-6000(config)# snatrule from any to any trans-to eif-ip mode dynamicport

Step 6: Disabling Source/Dest. Check

To make SNAT run normally, you need to disable source/destination check of the network interface.
1. On EC2 management console, click Netwotks Intetfaces from the left navigation.

2. Select the interface eth0, click Actions > Change Source/Dest. Check.
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3. In the prompt, select Disabled, and click Save.

Change Source/Dest. Check X

Network Interface eni-7b383623

Source/dest. check () Enahled
¥ Disabled

cancel

Starting Test

Before testing, make sure your vEW has the following settings:
e A security rule that allows all traffic ("Creating a Policy Rule" on Page 109);

e You have disabled Soutce/Dest. check for interfaces that connect to IGW ("Installing CloudEdge
on AWS" on Page 94);

o A DNAT rule that translates ethO's address to private server's address ("Step 4: Creating a DNAT

rule" on Page 114);

Test 1: Visiting Private Setver

On a PC with Internet connection, you can use remote desktop client to visit private virtual server.
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1. Type mstsc in Startup of Windows system, press Entet.

2. Use Windows remote client, enter the public IP address (i.e. the EIP of ethO0).

_| Remote Desktop
¢ Connection

Computer:

Username:  Administrator

You will be asked for credentials when you connect.

@' Show Options

3. Click Connect. Copy the encrypted password (you should have already saved the password in text
file), and paste the password in the password field. If the system indicates your password is

wrong, you may try to manually input the password.

Enter your credentials
These credentials will be used to connect to 52.8.64.62.

Administrator
I I ’Password
H Use another account

[[] Remember my credentials

ok || Cancel

4. In the prompt of certificate warning, click Yes to continue.
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5. Now you have entered the Windows server system.

&R Windows Server 2012 R2

e FG s,

Test 2: Internal Server to Access Internet

If you have configured the SNAT rule in StoneOS, your private server can visit Internet too.

2 o||Elam—F. tewas ) Hilstone Nesworks | Inel.

ContactUs 005821212 806 Request aDemo 3000y Free Tral

Whyyouneedus  Products  Technology ~ Resources  Services  Partners  Aboutus

Zero Day happened months ago.

Why your NGFW didn’t catch it. | More

B8 Windows Server 2012 R2

(ST Ve BBG S
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Test 3: Checking In/Out Traffic of vFW

Log in StoneOS, and select Monitor > Device > Summary, you will see that vEW's interface has in-

and-out traffic.

Zone(Last 24 Hours)

AIE) | Interface Traffic(Last 24 Hours)
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Deploying HA Scenarios of CloudEdge on AWS

HA Typical Scenarios

There is a cloud server web-server (10.0.2.209) on the AWS platform. You can protect the server by
deploying the HA scheme of CloudEdge. The following topology introduces how to deploy HA scen-
arios of CloudEdge on AWS.

After the deployment, viw-A will be selected as the master device to protect the web-server and viw-B
will be selected as the backup device. viw-A will synchronize its configurations and status data to the
backup device viw-B. When the master device viw-A fails to work, the backup device viw-B will
switch to the master device to protect web-server without interrupting uset's communication, which

can ensure network stability.

vHouter Subnet =erver_net
| HE

Subnet: viw_HA net

Deployment Steps

"Step 1: Creating VPC and Subnet" on Page 122
"Step 2: Creating and Enabling Internet Gateway" on Page 122
"Step 3: Creating Policies" on Page 124

"Step 4: Creating IAM Roles" on Page 126
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"Step 5: Creating EC2 Instances" on Page 127

"Step 6: Creating Network Interfaces" on Page 128

"Step 7: Connecting and Configuring CloudEdge instances" on Page 130
"Step 8: View HA Results" on Page 136

"Step 9: Configuring the Routing of Web-server on AWS" on Page 137

"Step 10: Configure Routing, NAT and Security Policies on CloudEdge" on Page 137

Step 1: Creating VPC and Subnet

Login to the AWS console (click here) with your AWS account to create a VPC and subnet. For
details, see Adding subnets into VPC.

Information of VPC and subnet which web-server belong to are as follows:
« VPC(VPC1):10.0.0.0/16
e Subnet 0 (server_net):10.0.2.0/24
e web-server IP: 10.0.2.209

Create the following subnets, and the VPC which subnets and the web-server belong to should be the

same:

e VPC(VPC1): 10.0.0.0/16
e Subnet 1 (vfw_service_net) : 10.0.1.0/24
e Subnet 2 (vfw_mgt_net) : 10.0.10.0/24

e Subnet 3 (vfw_HA_net) : 10.0.100.0/24

Step 2: Creating and Enabling Internet Gateway

Create an Internet gateway for instances in a VPC to communicate with the Internet. For details, take

the following steps:
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http://docs.aws.amazon.com/AmazonVPC/latest/GettingStartedGuide/ExerciseOverview.html

1. In the VPC Dashboard, select “Internet Gateway” , and click Create internet gateway.
2. In the <Create internet gateway> page, type the tag “Internet_ha” o
3. Click Create to save the above configurations.

4. In the Internet gateway list, select the "Internet_ha" item. Then click the Actions drop-down list,

select Attach to VPC, and select "VPC1" created in step 1 .
5. In the VPC Dashboatd, select “Route Tables”

0. Select the corresponded route of the VPC1 created in Step 1, click the <Routes> tab at the bot-

tom of the page, and then click Edit routes.

e Name v ik D v BT R Ui 28 3 X v VPC v
- rth-0471e835d04faffdc 3 vpc-008251735aecd331 | VPC1 )
th-02403800b71c3A815 2 VpC-04630093117e61490 | vpe_test
— = =
rtb-0471e835d04faffdc
AL FRXE | DSXE | BORE | 6
i ()
Q FEH & v <1y e
B v Bitx v R v =] v
101.00/16 local @ & &
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7. In the <Edit routes> page, click Add route and add a route whose next-hop is Internet Gateway

"Internet_ha" to enable the Internet gateway.

Edit routes
Destination Target Status Propagated
10.0.0.0M16 local active No
0.0.0.0/0 - - No Q
Add route Egress Only Intemet Gateway

\ Instance

Network Interface
Peering Connection

Virtual Private Gateway

Step 3: Creating Policies

A policy defines the AWS permissions that you can assign to a user, group, or role.You can create
policies that refine the functional permissions of cloud platforms that CloudEdge calls. If you don't
need to limit the functional permissions that CloudEdge specifically calls, you can skip this step dir-

ectly. To create an IAM policy ,take the following steps:
1. In the"Security, Identity & Compliance" Dashboard, select "IAM > Policies".
2. Click Create policy, and in the <Create policy>page, configure the followings.
o Service: EC2
o Actions:
o List: DescribeNetworkInterfaces and DescribeRouteTables

o Write: AssignPrivateIpAddressﬂ]ReplaceRoute
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e Resources: All resources

Create policy

Learn more
Visual editor | JSON
Expand all | Collapse all

~ EC2 (4actions)

) Service EC2

» Actions List

DescribeNetworkinterfaces
DescribeRouteTables
write
AssignPrivatelpAddresses
ReplaceRoute

~ Resources Specific
close @ Al resources

» Request conditions  Specify request conditions (optional)

0 :

Apolicy defines the AWS permissions that you can assign to a user, group, of role. You can create and edit a policy in the visual editor and using JSON.

Import managed policy

Clone | Remove

© Add additional permissions

3. Click Review policy, and in the <Review policy> page, enter the policy Name "ha-policy".

Create policy
Review policy
Name* | ha-policy
Use alphanumeric and “+=,.@-_' characters. Maximum 128 characters.
Description
Maximum 1000 characters. Use alphanumeric and “+=,.@-_' characters.
Summary
Q Fitter
Service ~ Resource
Allow ['1 of 59 SENIEES) Show remaining 58
EC2 Limited: List, Write All resources
1
* Required Cancel

o -

Request ¢/

None

Previous Create policy

4. Click Create policy.
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Step 4: Creating IAM Roles

Create IAM roles and configure permissions to invoke APIs. When an instance references the IAM

role, it will obtain the cotresponding permissions. To create the IAM role ,take the following steps:
1. In the"Security, Identity & Compliance" Dashboard, select "IAM > Roles".
2. Click Create role, and in the <Create role>page, configure the followings.
e Select the type of trusted entity: AWS service;

o Choose the setvice that will use this role :EC2;

3. Click Next:Pemissions, and in the policy list of the <Attach permissions> page, select the policy
"ha-policy" created in Step 3. If you don't need to limit the functional rights of CloudEdge (that
is, you've skipped Step 3: Create Policies), you can ditectly use the "AdministratorAccess" policy

corresponding to the default administrator rights of the system..

Create role : ° 34

- Attach permissions policies

Choose one or more policies to attach to your new role.

Create policy ]
Filter policies Q ha-policy Showing 1 result
Policy name Used as Description
» ha-policy None

» Set permissions boundary

* Required Cancel Previous Next: Tags

of
Filter policies + Q, search Showing 474 results
Policy name ~ Used as Description

» Wl AdministratorAccess Permissions policy (1) Provides full access to AWS services
» W AlexaForBusinessDevicesetup None Provide device setup access to Alexa...
» W AlexaForBusinessFullAccess None Grants full access to AlexaForBusine.
» W AlexaForBusinessGatewayExecution None Provide gateway execution access to ...
» W AlexaForBusinessReadOnlyAccess None Provide read only access to AlexaFor...
» W AmazonAPIGatewayAdministrator None Provides full access to create/edivdel...

1 i t ol [Acges None Provides full access to invoke APIS in ..
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4. Click Next:Tags, skip this step and continue to click Next:Review.
5. In the <Review>page, type the role name "ha-role".

6. Click Create role.

Step 5: Creating EC2 Instances

Create two CloudEdge instances viw-A and viw-B on AWS for HA deployment. For details , refer to
Deploying CloudEdge on AWS.

1. Requirements: At least 2 vCPU and 2GB memory are required for per instance. The subnet of the
two instances should be the same. In this example, select the subnet "vifw_mgt net" configured

in the step 1.

2. The configurations for the two HA CloudEdge instances are as follows. The parameters not

mentioned are consistent with those in Deploying CloudEdge on AWS.

Option Desctiption

AMI In the "1. Select AMI" page, select the 5.5R6F2 or later ver-
sions of AMI. If you select an old version, you can upgrade

it to 5.5R6F2 or later versions after the instance starts.
Type In the "2. Select Instance Type" page, select the instance
type "Universal t2. medium" (2vCPU, 4GiB memoty).

VPC In the "3. Configuration Instances" page, select the VPC
"VPC1" configured in Step 1.

Subnet In the "3. Configuration Instances" page, select the sub-
net "viw_mgt_net" configured in Step 1 as the default

network.

IAM role In the "3 Configuration Instance " page, select the IAM role
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Option Desctiption

"role-ha" configured in Step 3.

3. After configurations, you can add the names "vfw-A" and "vfw-B" the instances respectively in

the instance list.

Name = Instance ID «  Instance Type =~ Availability Zone ~
B web-server i-08665b1bf352cadbl t2. micro us-gast-1f

viw-A I-0af49bf399725959038 t2. medium us-east-1f

viw-B i-0e151481b68452a21 t2 medium us-east-1f

Step 6: Creating Network Interfaces

To deploy the HA scenario, besides the default network, you need to add two more network interfaces
as the HA network interface and the business interface. To create the network interfaces on viw_HA_
net and vfw_Service_net subnets respectively, and then attach them to CloudEdge instances, take the

following steps:
1. In the EC2 Dashboard, select “Network interface” and click Create Network Interface.

2. In the <Create Network Interface> dialog, select “vfw_HA_net” as the subnet, and select the

security group that all traffic is allowed to pass.

Description [optional) |

Subnet [Subnet-0897a632a32d68a80 cn-northwest-1a | viw_HA_net v

Private IP |au'c- assign ‘

5g-083c2b9bcc3albbE7 - default -
5g-09b8c38479a9b5alc - launch-wizard-1

3. Repeat step 1 and 2 to create another vfw_HA_net subnet interface.

Security groups

4. Repeat step 1 and 2 to create two network interfaces for the vfw_service_net subnet.
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5. In the EC2 Dashboard, select "Instance". In the instance page, select the "vfw-A"and "viw-B".

Click "Action" drop-down list, and select Shutdown .

0. Select Network Interface , and enter the network interface page. Click Attachto attach the subnet
interfaces created in step 1-4 to the instances viw-A and viw-B respectively.
Note:The interface of "viw_HA_net" subnet should be attached firstly, followed by the interface

of "vfw_service_net".

Attach Network Interface x

MNetwork Interface: eni-OcaiSb0eal61e07hd

Instance ID: |-Ocf5ccdad12c326f6 (running) v |

7. Select the viw_service_net interface of viw-A (the HA master device in this example), click Man-
age IP Addresses in the "Action" drop-down list, and allocate a secondary IP for the network

interface.
¥ eth0: eni-06e5c1e11221f0b79 - Primary network interface - 10.0.10.0/24
IPv4 Addresses
Private IP Public IP

10.0.10.43

| unce |

Assign new IP

8. Repeat step 7 to allocate a secondary IP for the vfw_mgt_net interface of viw-A and viw-B sep-

arately.

9. Allocate elastic IP addresses for the vfw_mgt_net interface of viw-A and vfw-B instances and sec-

ondary IP of vfw-A. For details , refer to "Allocating Elastic IP Addresses" on Page 102
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10. Select the vfw_service_net interface of viw-A and vfw-B respectively, click Change

Source/Dest. check in the "Action" drop-down list, and then disable the check.

11. Start the instance viw-A and viw-B.
12. View the private IP, public IP and secondary IP of the interfaces of viw-A and viw-B :

e viw-A Private IP: 10.0.10.32,10.0.100.164,10.0.1.1006;
Secondary private IP:10.0.1.242
Public IP: 52.83.161.11

o viw-B Private IP: 10.0.10.89,10.0.100.100,10.0.1.6;

Public IP: 52.83.191.210

Step 7: Connecting and Configuring CloudEdge instances

Login vfw-A and vfw-B via the SSH connection. For details , refer to Visiting CloudEdge . After login,

configure the following information:

1. Configure routing priotity under the interface eth0/0 of vfw-A and vfw-B respectively, and dis-

able the reverse routing check at the same time.
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SG-6000# configure

SG-6000 (config)# interface ethernet0/0

SG-6000 (config) # dhcp-client route distance 10 ////IP address
and default route of eth0/0 are automatically obtained . In this example, rout;
ing priority needs to be set as 10.

SG-6000 (config-if-eth0/0)# no reverse-route ////Disable the

reverse routing checking of eth0/0.

SG-6000(config-if-eth0/0)# manage ip 10.0.1.242////Configure manage ip for eth0/0,
which is the Secondary IP for instances viw-A and viw-B.

SG-6000(config-if-eth0/0)# manage https

SG-6000(config-if-eth0/0)# exit

SG-6000(config)# https port 8888////Modify the https port number.
SG-6000(config)# admin user hillstone////Modify the username and password.
SG-6000(config)# password hillstone

2. On the viw-A, configure secondaty IP to the viw-Setvice-net interface (ethO/2 in the example)
of CloudEdge. (This configuration can only be set in the master device, which will be syn-

chronized to the backup device after HA is deployed.)
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SG-6000# configure
SG-6000 (config)# interface ethernet0/2
SG-6000 (config) #zone untrust

SG-6000 (config-if-eth0/2)# ip address 10.0.1.242/24 ////Cont
figure as the Secondary IP address and its mask.

SG-6000 (config-if-eth0/2) # manage ping ////Configure the man-
agement.

SG-6000 (config-if-eth0/2) # manage ssh

SG-6000 (config-if-eth0/2)# manage https

SG-6000 (config-if-eth0/2)# exit

3. Configure host routing and DNS to make vfw-A and vfw-B to communicate with the AWS plat-
form. (This configuration can only be set in the master device, which will be synchronized to

the backup device after HA is deployed.)
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SG-6000# configure

SG-6000# show dns ////View the device's DNS Server address, which is
10.0.0.2 in this example.

SG-6000 (config)# ip vrouter trust-vr

SG-6000 (config-vrouter)# ip route 0.0.0.0/0 10.0.1.1
////Configure static routing, next hop is vfw_Service net gateway IP, and the
default is X.X.X.1.

SG-6000 (config-vrouter) #ip route 169.254.169.254/32
10.0.10.1 //// Theinternal address of AWS platform is 169.254.169.254,
through which CloudEdge can obtain Region, VPC id, interface id, etc. The
gateway IP of vfw_mgt netis 10.0.10.1.

SG-6000 (config-vrouter)# ip route 10.0.0.2/32 10.0.10.1
////The DNS Server address is 10.0.0.2 and the gateway IP of vfw_mgt net is
10.0.10.1.

SG-6000 (config-vrouter)# ip route 52.82.209.55/32

10.0.10.1 ////One of the IP addresses of EC2 URL is 52.82.209.55. There
are 3 addresses in total (see "Note" below for the method to get it), so 3
routes need to be added. The gateway IP of vfw_mgt netis 10.0.10.1.

SG-6000 (config-vrouter)# ip route 52.82.209.81/32
10.0.10.1

SG-6000 (config-vrouter)# ip route 52.82.209.31/32
10.0.10.1

SG-6000 (config-vrouter) # end

DNotes:

o "IP addresses for EC2 URLs" can be obtained by continuously executing

the command nslookup in the cmd window, and finally three different
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g public network IP addresses can be obtained.

e The URL format of China version :ec2.current
region.amazonaws.com.cn; The URL format of international version :ecZ.-

current region.amazonaws.Como

e In this example, execute the command: nslookup ec2.cn-north-

west—-1.amazonaws.com.Cno

4. Configure HA on the master device viw-A.
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SG-6000#configure

SG-6000 (config)# track trackl ////Create a track object with the
name “track1” .

SG-6000 (config-trackip)# interface ethernet0/2 weight 255
////Configure eth0/2 interface as the HA tracking interface.

SG-6000 (config)# ha link interface ethernet0/1 ////Configure
eth0/1 interface as the HA link interface.

SG-6000 (config)# ha link ip 10.0.100.164/24 ////Configure the
IP address for HA negotiation according to the IP assigned to ethO/1 by AWS
platform.

SG-6000 (config)# ha link mac lst-interface-mac ////Configure
the control interface of HA to use the real MAC of interface.

SG-6000 (config)# no ha virtual-mac enable ////Configure the HA
business interface to use the real MAC of interface.
SG-6000 (config)# ha peer ip 10.0.100.100 mac

0224.£8£3.e5e2 /////Configure the address of the peer device of HA link
interface. The MAC address can be viewed by the command "show inter-
face". (MAC address can be optionally configured.)

SG-6000 (config)# ha group 0 ////Join group HAOQ.

SG-6000 (config-ha-group) # priority 50 ////Set the priority and the
smaller the value, the higher the priority. The device with the higher the pri-
ority will be the master device.

SG-6000 (config-ha-group) # monitor track trackl ////Add track
object to the HA group.

SG-6000 (config-ha-group) # exit

SG-6000 (config)# ha cluster 1 ////Add HA cluster 1.

5. On the backup device vfw-B, configure the following information.
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SG-6000#configure

SG-6000 (config)# ha link interface ethernet0/1
SG-6000 (config)# ha link ip 10.0.100.100/24
SG-6000 (config)# ha link mac lst-interface-mac
SG-6000 (config) # no ha virtual-mac enable

SG-6000 (config)# ha peer ip 10.0.100.164 mac
028e.8£79.700e ////The MAC address configuration is optional.

SG-6000 (config)# ha group O
SG-6000 (config-ha-group) # priority 100
SG-6000 (config-ha-group) # exit

SG-6000 (config)# ha cluster 1 ////Itisrecommended to add HA
cluster 1 after the status of the master device changes to "M".

6. On the AWS platform, associate the elastic IP address with the secondary IP address of viw-A's

and vfw-B's eth0/0.

Step 8: View HA Results

After completing the above configurations, the viw-A with high priority will be selected as the master
device automatically, and the viw-B with low priority will become the backup device. The master

device and the backup device are marked with the letter "M" and letter "B" respectively in the console.

BN (c

BN (c

BN (c

o When the two devices have been successfully negotiated, you only need to configure the master

device and the configurations will automatically synchronize to the backup device.
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o When vfw-A fails to forward traffic or its ethernet0/2 is disconnected, vfw-B will switch to the

master device and start to forward traffic without interrupting uset's communication.

Step 9: Configuring the Routing of Web-server on AWS
1. In the VPC Dashboard, select “Route Tables” and enter the routes page.
2. Click Create route table, and add a route " “VM_sevice" for VPCI1.

3. Select the route "VM_sevice" created in the previous step, click the <Routes> tab at the bottom

of the page, and then click Edit routes.

4. In the <Edit routes> page, click Add route and add a route whose nexthop is the network inter-

face of the Secondary IP address of viw-A .

Edit routes

Destination Target Status Propagated

10.0.0.0/16 local active No

| 0.000/0 - eni-075bf835d3a771bda - active | No °

5. In VPC Dashboard, select "subnets" to enter the subnet page, and select the subnet "server_net"

of web-server.
6. Click "Route tables" tab at the bottom of page, and then click “Edit” .

7. In the <Route Table ID>drop-down list , select the route item created in step 1-4.

Step 10: Configure Routing, NAT and Security Policies on CloudEdge

You can configure the web-server's inbound and outbound traffic through the CloudEdge instance in
the HA deployment scheme to ensure the high reliability of server's business. The configurations are as

follows:
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1. Configure the source NAT rule on the master device vfw-A, and the source address of the traffic
in the web-server network segment will be to translate into the IP of intetface eth0/2, i.e., the
Secondary IP: 10.0.1.242.

Command:
SG-6000 (M) (config-vrouter)# snatrule from 10.0.2.209/24 to
any service any eif ethernet0/2 trans-to eif-ip mode dynam-

icport

2. Configure the destination NAT rule on the vfw-A, and the destination IP address of the traffic
whose destination address is the secondary IP will be translated into the IP address of web-server
10.0.2.209.

Command:
SG-6000 (M) (config-vrouter)# dnatrule from any to 10.0.1.1.242

service any trans-to 10.0.2.209

3. Configure a secutity policy rule on viw-A that allows all traffic to pass.

Command:

SG-6000 (M) (config-policy)# rule from any to any service any

permit

4. After the configurations, web-server will not need to be bound with the elastic IP. The intranet

address of web-setver will be translated to the secondary IP of the viw_service_net subnet of
CloudEdge through DNA T rules, and Internet users can access the server by accessing the pub-
lic address of secondary IP. At the same time, the source IP address of the traffic sent by web-
server to Internet will also be translated to the Secondary IP address of CloudEdge through

SNAT rules, so as to protect web-server against external attacks.
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Results

When the master device viw-A fails, the backup device viw-B will automatically switch to the master
device. The secondary IP, routing, information of security policy, source NAT and destination NAT on
the original master device will be switched automatically without manual reconfiguration, and the com-

munication will not be affected, thus realizing a high reliable security guarantee for cloud servers.

About how to use StoneOS, refer to StoneOS related documents (click here).

Deploy CloudEdge through Amazon VPC Ingress Rout-
ing

Scenarios Introduction

A cloud server "Web-setver" has been deployed on the AWS platform in a company. The VPC and sub-

net of the server are as follows:

e VPC(VPC1): 10.0.0.0/16
e Subnet 0 (Internal Subnetl) : 10.0.2.0/24
e Web-server IP: 10.0.2.254, (EIP) :52.83.163.91

Now we need to deploy a CloudEdge virtual firewall, and through Amazon VPC ingress routing, we can
provide security protection for the cloud server "Web server". According to this scenario, the deployed

network topology and routing plan are as follows:
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Internet Gateway Routing Table

A
“ IGW +«—|10.0.0.0/16 local
b 10.0.2.0/24 i
10.0.0.0716 ‘a’i ER o b

Public Subnet Routing Table
10.0.0.0/16 1ocal , External Subne
0.0.0.0/0 1GW 10.0.1.0/24

Internal Subret Routing table
10.0.0.0/16 local
0.0.0.0/0 eni—down , Internal
(10. 0.2 218) Subnetl
10.0.2.0/24
Deployment Steps

Step 1: Creating VPC and Subnet

Login to the AWS console (click here) with your AWS account to create the subnet (External Sub-
net: 10.0.1.0/24) in the VPC1. For details, see Adding subnets into VPC. After the creation, the VPC

and subnet on the AWS are as follows:
e VPC(VPC1): 10.0.0.0/16
e Subnet 0 (Internal Subnetl) : 10.0.2.0/24
e Subnet 1 (External Subnet) : 10.0.1.0/24

e Web-server IP: 10.0.2.254 , EIP:52.83.163.91

Step 2: Creating EC2 Instances

Create one CloudEdge instance on AWS, and configure network interface 1 as Subnet Subnetl
(External Subnet) : 10.0.1.0/24, network interface 2 as Subnet 0 (Internal Subnetl) : 10.0.2.0/24 . For
details , refer to Deploying CloudEdge on AWS.
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Step 3: Creating and Enabling Internet Gateway

Create an Internet gateway for instances in a VPC to communicate with the Internet. For details, take

the following steps:
1. In the VPC Dashboard, select Internet Gateway, and click Create internet gateway.
2. In the <Create internet gateway> page, type the tag "test_IGW".
3. Click Create to save the above configurations.
4. In the Internet gateway list, select the test_ IGW item. Then click the Actions drop-down list,

select Attach to VPC, and select "VPC1" created in step 1 .

Step 4: Creating Internet Gateway Route Table

1. In the VPC Dashboard, select Route Tables, and click Create route table to create "Internet Gate-

way Routing Table"in the VPCI.

2. In the routing table list, select the Internet Gateway Routing Table created in the previous step,

then click the <Routes> tab at the bottom of the page, and then click the Edit routes .

Create route table Actions v

Q Filter by tags and attributes or search by keyword 1t

Name ~ Route Table ID ~ Explicit subnet associatio Edge asseociations Main

@ Internet Gateway Routing Table rth-02f37a7e2albe37c = iqw-07225f90801605d10 No

Route Table: rth-02f37a7e52alhc3vc
Summary Routes Subnet Associations Edge Associations Route Propagation Tags

Edit routes
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3. In <Edit routes> Page, click Add route to add a route whose next hop to subnet 10.0.2.0/24 is

the interface 1 (10.0.1.0/24) of CloudEdge .

Route Tables = Edit routes
Edit routes
Destination Target Status
10000416 local - active
10.0.2.0/24 - Eni-02c87ar03606 19950 A4 active
Add route
* Required

Propagated
No

o [%]

4. Click the < Edge Association > tab ,and then click the Edit Edge Association , then select the

created IGW (test-igw) for binding,

Route Tables = Edit edge associations

Edit edge associations

Route table rth-02f37a7e52a1be3’c (Internet Gateway Routing Table)

ted y igw-07 1605d10

Internet gateways v Q Filter by attributes or search by keyword

1D State

1to1of1

VPC Owner

a | igw-07225r30901605010 | test-IGW attached

wpe-07ae 103071384040 197574269113

*Required

Cancel m

Step 5: Creating Public Subnet Route Table

1. In the VPC Dashboard, select Route Tables. Click Create route table, and create " Public Subnet

Routing Table" in the VPC1,

2. In the routing table list, select the Public Subnet Routing Table created in the previous step, then

click the <Routes> tab at the bottom of the page, and then click the Edit routes .
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3. In <Edit routes> Page, click Add route to add a route whose next hop to subnet 0.0.0.0/0 is the

IGW (test_IGW) .

Route Tables = Edit routes

Edit routes

Destination Target Status Prepagated

10.0.0.018 local - active ho

0.0.0.0/0 A igw-07225(30901605d10 - active Ko [x]

Add route

* Required

Cancel Save routes

4. Click the < Subnet Associations> tab ,and then click the Edit Subnet Associations , then select

subnet 1 (External Subnet) : 10.0.1.0/24.for binding.

Create route table Actions v
[E— o % e
Q Filter by tags and attributes or search by keyword 1to6 of 6
Name ~  Reute Table ID ~ Explicit subnet associatio  Edge associations Main
Mo
@ | Public Subnet Routing Tahle Ith-031533hf67a336e0h4 subnet-0f7a26f6fe 9302301 Yes
»
Route Table: rth-091585hf67a396ehd _N ==
Summary’ Routes SubnetAssociations Edge Associations Route Propagation Tags
Edit subnet associations

Step 6: Creating Internal Subnet Route Table

1. In the VPC Dashboard, select Route Tables.Click Create toute table, and create " Internet Gate-

way Routing Table" in the VPC1,
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2. In the routing table list, select the internal Gateway Routing Table created in the previous step,

then click the <Routes> tab at the bottom of the page, and then click the Edit routes .

3. In <Edit routes> Page, click Add route to add a route whose next hop to subnet 0.0.0.0/0 is the

interface 2 (10.0.2.0/24) of CloudEdge

4. Click the < Subnet Associations> tab ,and then click the Edit Subnet Associations , then select

subnet 0 (Internal Subnetl) : 10.0.2.0/24 for binding.

Step 7: Changing Soutrce/Dest. Check

1. Select the Services > Compute > EC2, and in the navigation, select INSTANCES > Instances,
and select the CloudEdge instance (test_EC2) created in the step 1, and in the details page below,

click the links of network interfaces 1 and 2.

@ Name ~ Instance ID +  Instance Type ~ Availability Zone - Instance State -~ Status Checks - Alarm Status Public
[ ] H05a7612c053ebDad 12 medium cr-northwest-1a @ running & 212 checks .. Mone ‘ﬁ
3
Instance: | i-05a7612¢053ebf9ad Private IP: 10.0.1.148 =l =
Description Status Checks Monitoring Tags
Instance ID  i-05a7612c053ebf@ad Fublic DMS (IPwd)
Instance state  running P Public IP
Instance type  t2.mediom 1P IPs
Elastic IPs Private ONS est-
Availability zone  crenorthwest-1a Private [Ps

Security groups

Scheduled events

AMIID

Platform

IAk role

Key pair name

default. view inbound rules. view
outbound rules

Mo scheduled events

SRR T T dge- AVYS-
g (ami-
Creramaato ©.3459)
0305

Secondary private [Ps

WRGID

Subnet ID

Metwork interfaces

Sourcefdest. check
T2/T3 Unlimited

vpe-0B0d954f34c7R0251 (VPCT)
subnet-0339ccB080dbE012
(External Subnet)

ethl
True
Dizabled

2. Or select Setvices > Compute > EC2, and then in the navigation bar, and select NETWORK
&SECURITY> Network Interfaces. Find the network interface 1 (subnet 10.0.1.0 / 24) and net-
work interface 2 (subnet 10.0.2.0 / 24) of the CloudEdge instance (test-EC2) created in step 1.
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3. Select two network interfaces respectively, and then click Change Soutce/Dest. Check in the

"actions" drop-down menu, and then disable the check.

Create Network Interface Actions <~

Q search : eni-Ocaccy aB265040f1 Add filter

[ ] Name = HNetwork interf = Subnet 1D * WP

[ ] eni-Ocaccyad2. . subnet-033%cc...  vpod

Step 8 : Allocating Elastic IP Addresses

1. In EC2 management console, click Elastic IPs from the left navigation.,and allocating elastic IP

for CloudEdge instance. For details , refer to "Allocating Elastic IP Addresses" on Page 102

2. In CloudEdge default settings, only the access to eth0. is enabled. So, we will use SSH con-

nection to visit ethO before we can visit its other ports. For details , refer to Visiting CloudEdge .

Step 9 : Results

At the beginning, you can access the Web Ul interface of the CloudEdge through the elastic IP of
itself, which is successful; And you can access web server through the elastic IP of the itself, which is

unsuccessful. Continue to configure the policy on CloudEdge for result verification :

o After creating a policy on CloudEdge that allows all the released traffic to pass, the Internet users

can normally access the web server through elastic IP; And after configuring a policy that
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prevents the Internet users from accessing the web server, the Internet users can no longer
access the web server. It indicates that the incoming traffic can be safely controlled by the
CloudEdge.

After creating a policy on CloudEdge that allows all the released traffic to pass, the web address
of the extranet can be visited on the web server successfully. And after configuring a policy to
prevent the web server VM from accessing the extra-net, the extra-net can be no longer visited
on the web server. It indicates that the traffic in the out direction can also be protected by
CloudEdge.

oNotes: the eth0/1 (belongs to Internal Subnetlof the setvice network ) can not

obtain an IP address automatically. Therefore, you need configure a private IP
address assigned by the AWS platform for eth0/1 on the CloudEdge Console
before verifying the result. You can view the private IP address on the cloud

instance details page.

To create a policy rule that allows all traffics from and to all directions:

1. Select Policy > Secutity Policy.

2. Create a security policy that allows all types of traffic (every field is set to Any).

Deploying CloudEdge on AWS

Policy Configuration x

Name: |Pe"\'l"1 \ (0~95) chars

‘ Basic

‘ Ad 4 Source

Zone [Any

Address [Any

g
l
il

UserUser Group: |

Destination

|Jﬂmyr
|Any

Zone

<

K&

Address

Other

Service/Service Group: | Any

APPIAPP Group

R

Schedule |

Action

@ Permit @) Deny () Security connection

WebAuth can only trustur

oK | Cancel
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3. Click OK.

4. The policy of forbidding Internet users to access web server and web server to access Internet

can be configured according to the actual IP address.

About how to use StoneOS, refer to StoneOS related documents (click here).
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Deploying CloudEdge on Azure

Typical Scenarios

This guide describes how to deploy CloudEdge virtual firewall (vEW) on Azure as Internet gateway. In
this example, CloudEdge is deployed as a router of Azure Vnet(10.0.0.0/8) which contains a subnet

(10.0.0.0/24) , and it controls the outbound and inbound traffic of the subnet. The following is the net-
work topology:

Azure
4 )
y - - - " "">-"">">"-"—""""—"—>"—>7—7— "7/ 7= N
&> .
= ~\
.0.0.4
10.0.0.5 13.88.29.150(VIP)
B2
Azure Virtual vFW
Machine Router Internef Gateway Internet
Subnet 1
10.0.0.0/24 Yy
Vnet
\_ 10.0.0.0/8 Y,
S Availabllity Zone
\ Region y

Installing CloudEdge

CloudEdge will be running in a virtual machine of the Azure Vnet. After installation, you will have a

running virtual StoneOS system which you can visit via CLI and WebUL.
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Step 1: Purchasing CloudEdge and Creating a virtual machine

1. Log into Microsoft Azure. Select Virtual machines in the left navigation pane, and then click

+New on the top of the right page.

Mew
Dashboard
Resource groups

All resources

0 Recent

‘ App Services

m Virtual machines (class...

2. Type "hillstone" in the Search box. Select the CloudEdge version you need in the searching res-

ults list, and then click Create in the pop-up window.

===

[;) hil stene‘ x
Results
NAME “ PUBLISHER “  CATEGORY -~
iw  HILLSTONE-VIRTUAL-NGFW-STANDARD-EDITION (Staged) Hillstone-Networks Virtual Machine Images
HILLSTOME-VIRTUAL-NGFW-ADVANCED-EDITION (Staged) Hillstone-Networks Virtual Machine Images
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3. In the Basics page, configure the settings as follows, and then click OK.

Create virtual machine x Basics

* Mame

Basics Z
1 > | cloudEdge »/|

Configure basic settings

VM disk type @
| HDD v |

slze * User name

| hillstone u’|

3 * Authentication type
e optional features SSH :uu:ulckey

* Password

EEEERRRRE W -\_f'|

* Confirm password

EEREERERERER J|

Subscription

Pay-As-You-Go e

* Resource group @

-

® Create new Use existing
| \r'f|I1FI1| W
* Location

South Central U5 A
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Notes:

e If aresource group has been created , you can use the existing one; oth-

o If you specify the username as hillstone and change the password, the
system will update the password; if the new created username is not hill-
stone, the system will update the password which belongs to the hill-

stone user to the new, and a new user will be created, the password will

be the same as hillstone user.

erwise, you can create a new resource group.

4. In the Size page, choose virtual machine size according to your CloudEdge version, and then

click Select.

Prices presented are estimates in your local currency that include Azure infrastructure applicable
software costs, as well as any discounts for the subscription and location.
DS1 V2 Standard DS2 V2 Standard DS3 V2 Standard
1 Core 2 Cores 4 Cores
3.5 GB 7 GB 14 GB
2 4 g8
g Data disks g Data disks ! Data disks
=y 3200 =y 6400 =y 12800
© Maxlops © Maxlops O Maxlops
= 71GB = 14GB = 28GB
8B  [ocalsSD BB (ocalSSD BB (ocalssD
@ Load balancing @ Load balancing @ Load balancing
Premium disk support Premium disk support £5  Premium disk support
USD/MONTH (ESTIMATED) USD/MONTH (ESTIMATED) USD/MONTH (ESTIMATED)
DS4 V2 Standard DS11_V2 Standard DS512_V2 Standard
a Cares 2 Cores A Cores -
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5. In the Settings page, configure the settings as follows, and then click OK.

Storage

* Storage account @

(new) viwdisks865

Network

* Virtual network @
(new) viw-vnet

* Subnet @
default (10.0.0.0/24)

* Public IP address @

(new) vm111-ip

(new) vm111-nsg

* Metwork security group (firewall) @

Extensions

F

The above items will be created or allocated automatically, including storage account, virtual net-

work, public IP address, network security group and diagnostics storage account . If you want to

edit them, click ? in the right side.

6. Check the detailed configurations in the Summary page, and then click OK.
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7. Click Putchase to pay for the virtual machine in the Buy page.

After a few minutes, the virtual machine will be deployed successfully.

L] Deployments succeeded 5:10

Deployment to resource group wiw' was successful,

Step 2: Viewing Public IP Address

In the pop-up new virtual machine window, you can view the public IP address of CloudEdge in the
Essentials tab.

Essentials ~

Resource group Computer name

viw £2 wmin

Status Operating system

Running Linux

Location Size

West US Standard D52 w2 (2 cores, 7 GE memory)
Subscription name Public IP address/DMNS name label
Pay-As-You-Go & [3.:88.29.150/<none>)
Subscription 1D Virtual network/subnet
d23e3fa%-048b-4423-0bbc-b5ba5f065278 viw-vnet/default

Step 3: Visiting CloudEdge

After virtual machine is created successfully, CloudEdge will be started automatically.

To Login CloudEdge via SSH2

1. Open a remote terminal login software. We will use SecureCRT as an example.

2. Click File > Quick Connect , and then select SSH2 in Protocol drop-down menu.

3. Enter the public IP address in Hostname text box.

Deploying CloudEdge on Azure 153



4. Enter username(azure).

5. Click Connect to connect this session.

6. Enter password(The new login password). Press the Enter key to log in.

To Login CloudEdge via HI'TPS
1. Open the browser and enter https://13.88.29.150 in the address bar.
2. Enter the username(azure) and password(The new login password) on the login page.

3. Press the Enter key to log in.

Step 4: Purchasing and Applying for License Software

After you purchased CloudEdge, CloudEdge Licenses are also needed, which ensure CloudEdge run
normally in Azure. Contact Hillstone salesperson to buy the license you need. To install the license in

CloudEdge, see "Installing License" on Page 8
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Deploying CloudEdge on Alibaba Cloud

Preparation
e Create an VPC as follows:
e VPC:192.168.0.0/16

e Subnet 0: 192.168.1.0/24

o Create a security group, and configure security group rules

After CloudEdge is deployed, the network topology is:

Router

vFW
192.168.1.1/24

Installing vEW

CloudEdge will be installed with an ECS instance in VPC.
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Step 1: Purchase vEW Images and Create an ECS Instance

1. Loginto the Alibaba Cloud marketplace, enter a keyword such as "Hillstone" in the search box at
the upper-right corner. Select the vFW version you need in the search results list.

vEW image version includes the following two types: pay-on-demand and BYOL(Buy Your Own

License).
Hillstone Virtual NGFW Basic Edition Fodokkk (1)
:J— —1: Hillstone Networks Corp. Linux
The Hillstone CloudEdge Virtual NGFW Basic Edition (KVM) $0.00/hr for software
CloudEdge provides essential NGFW features to AliCloud users in order ... + Alibaba Cloud Usage Fees
Hillstone Virtual NGFW Professional Edition(BYOL) (0)
& Hillstone Networks Corp. Linux
The Hillstone CloudEdge Virtual NGFW Professional Edition $0.00/hr for software
CloudEdge provides essential NGFW features to AliCloud users in order ... + Alibaba Cloud Usage Fees

2. Browse the detailed information about the product, then click Choose Your Plan to set spe-

cification parameter of ECS instance.
3. Click the Quick Buy tab.
4. Choose image version in VERSION area, the latest version is recommended.
5. Choose the physical location of the ECS instance in REGION area.

6. Choose the ECS instance type you need in ECS INSTANCE TYPE area, the detailed instance

specification will displayed on the right.

7. Select VPC network type in NETWORK area.

If you don't have a VPC cutrrently, click Create VPC below.

8. Click Agree Terms and Buy Now to pay for the ECS instance.

Wait for a moment, ECS instance can be created successfully.
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Step 2: View initial configuration of vEW
1. After an ECS instance is created successfully, vEW will start automatically.

2. Select Elastic Compute Service in the left navigation pane, then click Instances item on the left.

Instance list will be shown in the right page.

3. Click More in Action column of ECS instance which vFW is running in. Then select Reset Pass-
word to reset the login password of vEW.
Enter a new login password and confirm password, then click Submit. The default login password

(hillstone) will be modified so as to enhance the security of the system.

4. Click More in Action column of ECS instance which vEFW is running in. Then select Connect to
Management Terminal to login with console.
AlibabaCloud will provide an initial password to login management terminal, make sure keep this

password in mind.

5. Enter the initial password in the pop-up dialog box.

If you need to modify the password, please click Modify management terminal password.

6. Enter the default username(hillstone) and new login password in CLIL
By default, the ethO/0 interface can get the IP address from DHCP server automatically, and
the system can get the default route. You can execute the show interface command and show

IP route command to view.
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H:physical state!fi‘admin state:L:link state:F:protocol

face name IF addr 3 ZONE name
i L'IT ion

ethernetd 0 192 . 168.1.1

wswitchif i 8.0.0.0-0

Codes: R kernel route, C connected,

B I , D D ' FFFoE, H

| I5I5, Y . C . 11b outhound,
route, b BED gnable

Routing Table for Virtwal Router <{trust-wvr>

Srw B.0.0,.0.9 [1
L1

Step 3: Set default route for VPC

D

i L F HAC

uuu H . 3ede . 8794

UDDesic

addre

state:l:u P D:down:K:ha ke

5512

1. In the View Console page of Alibaba Cloud, click Products & Setvices at the upper-left corner,

then select Virtual Private Cloud.

2. Select VPC in the left navigation pane, then click Manage in Action column of VPC which the

vEW belongs to.
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3. Select VRouter in the left navigation pane, then click Add route entty in the upper-right corner of

the VRouter info page.

Add route entry

*Target CIDR : 0.0.0.0/0]

It must be a legal CIDR. or IP address,
such as: 192.168.0.0/24 or

192.168.0.1
Mext Hop Type : ECS Instance v
*Next Hop ECS Select the ECS instance -

instance :

Cancel

4. Add a default route entry for VPC, then click OK.
o Target CIDR: Specifies the destination IP address to 0.0.0.0/0.
e Next Hop Type: Specifies the next hop type to ECS instance.

o Next Hop ECS Instance: Specifies the ECS Instance which vEW belongs to.

Step 4: Purchase and Apply for License Software
This step is only applicable to the BYOL type of products.

After you purchased BYOL type product, Hillstone next generation virtualization firewall License is
also needed, which ensures vEW run normally in Alibaba Cloud. Please contact the Hillstone customer

service representatives to get the license software. To install the license software in vEW, see

"Installing License" on Page 8

Deploying CloudEdge on Alibaba Cloud 159



Step 5: Visit the vEW

If you need to visit the vEW from the Internet, the ECS security group should include rules which

allow the public network to visit the private network.

To Login vFW via SSH2

QNotes: When you login vEW via SSH2 through SecureCRT or other tools, the 3DES
encryption algorithm should be moved to the top. Otherwise, the system will be unable
to be connected and the following message will not be prompted: Invalid packet header.
This probably indicates a problem with key exchange or encryption.

1. Open the remote terminal login software. We take SecureCRT as an example.

2. Click File > Quick Connect, then select SSH2 in Protocol drop-down menu.

3. Enter the elastic IP address in Hosthame text box and click Connect.

4. Right-click the new session in Session Manager, then select Propetties.
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[} not connected - SecureCRT

Ta- 53 & 3] Enter host <alt+R>

Session Manager

L #) | & G

Ell:l Sesgions
I:I Others
-2 vFw

@ ..... m&m

Connect Terminal

File Edit View Options Transfer Soript  Tools

Ctrl+alt+T

Create Desktop Shortout

Connect File Transfer Alt+X
Connect Both

Cut Ctrl+x
Copy Ctrl+C
Paste kel
Find... Ctrl+F
Find Mext F3
Delete Del
Renarme F2

Ctrl+alt+E

Arrange Tree
v Show Descriptions
v Show Transfer Sessions
v Open Sessions ina Tab

Properties

Alt+Enter

5. In the pop-up dialog, select the Advanced item on the left, then move the 3DES algorithm to

the top.
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x|
Category:
= Connecton
i Logon Actions ) 1
=) 85H2 [z
. . GFTP Session EI
; .. Advanced
=] Port Forwarding [w|AES-152 ﬂ
Remote 11 [w|AES-128-CTR
= Terminal [W| AES-256
=] Emulation [w|AES-192
. L.Modes [W] AES-128 |
..... Emacs
----- Mapped Keys [MAC

6. Click OK, and connect this session.

7. Enter username(hillstone) and press the Enter key.

8. Enter password(The new login password). Press the Enter key to log in.

To Login vFW via HTTP

1. Open the browser and enter the elastic IP of vEW.

2. Enter the username (hillstone) and password(The new login password) on the login page.

3. Press the Enter key to login.
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Deploying HA Scenarios of CloudEdge via HAVIP on
Alibaba Cloud

HA Typical Scenarios

The following topology introduces how to deploy HA scenarios of CloudEdge on Alibaba Cloud. After
the deployment, vEW-A will be selected as the master device for forwarding traffic and vEW-B will be
selected as the backup device. vEEW-A will synchronize its configurations and status data to the backup
device vEW-B. When the master device vEW-A failures to forward traffic, the backup device vEW-B
will switch to the master device to forward traffic without interrupting user's communication, which

can ensure network stability.

vRouter Subnet: servernet
O | ——

HA VP Web-Server

Subnet: vhineH Anet

According to the topology , you need to configure the followings on Alibaba Cloud:
e 1 Virtual Private Cloud (VPC).
e 3 VSwitches (Subnet). vfw-ser-net and vfw-ha-net subnets, which are used by the CloudEdge

instance. (Tips: You need to add another network as HA subnet when creating the CloudEdge

instance); subnet for Web-Server: server-net.
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o 3 Elastic Compute Service (ECS) Instances. viEW-A and vFW-B instances for HA deployment;

one instance for Web-Server. Three instances need to be on the same VPC.

o 1 Elastic IP (EIP) , which is used to communicate in the Internet.

o 1 HAVIP, which should select the same subnet as the "vfw_ser_net" of the CloudEdge instance.

Deploying HA Scenarios of CloudEdge on Alibaba Cloud

Step 1: Create VPC

1. Log in the Alibaba Cloud , enter the Console page, and select “Virtual Private Cloud >VPC
>VPCs”  on the left.
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2. Click Create VPC,and the <Create VPC>dialog box will pop up

. Configure as the following

example:
Create VPC
VPC

Region
China MNorth 2 (Beijing)
» Name

CloudEdge-vpc 13128 ©
» Destination CIDR Block

10.0.0.0/8 %
Description

0/256
VSwitch

= Name

vpc-switch 10128 &
» 7one

China Narth 2 Zane A A
Zone Resource
ECS @ RDS (X sLB @
» Destination CIDR Block

10 « 168 . 0 . ] | 24 ~~

Mumber of Available Private IPs
252

In the <Create VPC> Dialog Box, Configure the options as follows:

Option
VPC Name

Destination

Description

Specifies the name of VPC as "CloudEdge-vpc".

Specifies Destination CIDR Blockas 10.0.0.0/8.
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Option Desctiption

CIDR Block

VSwitch Specifies the name of VSwitch as "vpc-switch".
Name

zone China North 2 Zone A

Destination 10.168.19.0/24
CIDR Block

3. Click OK.

Step 2: Create VSwitches

1. Select "Virtual Private Cloud >VPC >VSwitches", click Create VSwitch , and the <Create

VSwitch>dialog box appears, configure the following options:
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Create V3Switch

3
3]

* VPC

CloudEdge-vfwivpc-2zen3hkryypoddspjxeqd o’

Destination CIDR Block

10.000/8
» Name

viw-ser-net 1128 @
» Zone

China North 2 Zone A '

Zone Resource
ECS®@ RDS () slB®

» Destination CIDR Block

10 = 168 10 ' 0 [ 24 ~

Number of Available Private IPs
252

Description

0/256

2. Repeat the above steps to continue configuring the switch vfw-HA-net and server-net.

Note:The three switches should be set in the same zone.

Configure these three switches as follows:

Option Description

viw-HA-net

VPC Select the VPC “CloudEdgl.Ee-vpc”

Name Specifies the name of VSwitch as “vfw-HA-net”
Zone China North 2 Zone A
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Option Desctiption

Destination 10.168.1.0/24

CIDR Block

viw-ser-net

VPC Select the VPC “CloudEdge-vpc” .

Name Specifies the name of VSwitch as “vfw-ser-net” o
Zone China North 2 Zone A

Destination 10.168.10.0/24

CIDR Block

setver-net

VPC Select the VPC “CloudEdgl.Ee-vpc” .

Name Specifies the name of VSwitch with “server-net”
Zone China North 2 Zone A

Destination 10.168.100.0/24

CIDR Block

Step 3: Create CloudEdge Instances

1. Create instance vFW-A and instance vEW-B,for HA deployment. For detailed steps, refer to
"Deploying CloudEdge on Alibaba Cloud" on Page 155
Requirements: At least 4 vCPU and 8 GB memory are needed for per instance. To build the HA
network for one instance, besides the default network, there should be one more network, which

should be choose with the different switch from the default network .

The HA Instances Configuration
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Option Desctiption
vEFW-A

Instance Specifies the name of Instance as "vEW-A".

Name

Instance Type Select the “ecs.hfc5.xlarge (4-core, 8GB, High Frequency
Compute hfc5) 7

Network Default Network Interface: VPC: CloudEdge-vpc,
Interface VSwitch:vfw-ser-net.
Add Network Interface : VPC: CloudEdge-vpc,
VSwitch:viw-HA-net.
vFW-B
Instance Specifies the name of Instance as "vEW-B".
Name

Instance Type Select “ecs.hfc5.xlarge (4-core, SGB, High Frequency
Compute hfc5) 7

Network Default Network Interface: VPC: CloudEdge-vpc,

VSwitch:vfw-ser-net,
Interface

Add Network Interface: VPC: CloudEdge-vpc,
VSwitch:viw-HA-neto

2. Create instance Web-Server. For detailed steps, refer to "Deploying CloudEdge on Alibaba
Cloud" on Page 155.

The network must be selected with the different network from the vEW-A and vFW-B.

Web-server Configuration
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Option Desctiption
Instance Name Specifies the name of Instance as "Web-Server” .
Instance Type Select the “ ecs.hfc5.xlarge (4-core, SGB, High

Frequency Compute hfc5) ".You can select flexibly

according to actual needs.

Network Intetface Default Network Interface: VPC: CloudEdge-

vpc, VSwitch:server-net.

Steps 4: Create HAVIP Address

1. Login Alibaba Cloud and enter the Console page, and select  Virtual Private Cloud >HAVIP

Addresses ” | click Create HAVIP Address, and the <Create HAVIP Address>dialog will pop
up.

Create HAVIP Address

Region

China Naorth 2 (Beijing)

o VPC

vpe-2zen3hkryypoddspixeqd s
» VSwitch

vsw-2zejByeklgalklyilgg3i o

VSwitch CIDR Block

10.168.10.0/24

Private IP Address

10 - 168 - 10 : 0
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2. Click OK. And then click "Manage" in the list and < HAVIP Details>will pop up, bind vFW-A
and vFW-B in the binding resource diagram. The EIP shoud be bound so that the the HA device

can be visited through the Internet .

Step 5: Configure HA on CloudEdge.

1. Configure the IP address of ethernet0/0 and enable the HTTPS and SSH management on the
vEW-A, the master device of HA.

5G-8000% configure #

5G-6000(config)# interface ethernetd/0+

SG—GUUU(config—if—ethﬂ/ﬂ]# zone untrust +

S5G-6000 (config-if-eth0/0) # no local //By default, the local property

cf ethd/0 is enakled. If the loccal property is disabled, the
configuraticon of eth0/0 will be synchronized to the backup device when
the HA is configured.

56-6000 (config-if-eth0/0)# ip address 192.168.10.200/24 //This
address shculd be cenfigured as the private IP of HAVIFE cn Alibaka
Cloud.+

56-6000 config-if-eth0/0)# manage https+

56-6000 config-if-eth0/0)# manage ssh+

2. On vFW-A creat a track object to monitor the status of ethernet0/0, Once the interface fails to

work, the backup device will take over.At the same time, configure the interface ethernet0/1 for
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HA, as well as the related information of IP and MAC.

5G-e000#confiqure+

5G-6000 (config)$# track trackl // Create a track chbject with the name

“trackl” .+

5G-6000 (config-trackip) # interface ethernet/0 weight 255 // Monitor
the status of ethl/0 foer HA.#

S5G-6000 (config)$ ha link interface ethernetd/1 //The ethernetl/1 is

used for HA.+

56-6000 (config)$ ha link ip 10.168.1.10/24 // This address is the IP

address of ethernetd/1 allocated by Rlibaba Cloud platform.+

5G-6000 (coenfig)$# ha link mac lst-interface-mac //Configure the real

MAC of HA control interface as the MAC address of HR heartbeat.+

56-6000(config)# no ha virtual-mac enable //Device will use the

real MAC address of interface for communicaticon instead of wvirtual

MRC .+

SG-6000 (ccnfig)f ha peer ip 10.168.1.11 mac 0030.36b3.klec

//Configure the IP and MAC address of vFW-B's HA interface. You can

w

view the MAC address wia the command “show interface” cn vFW-B.+

3. On the vEFW-A,configure the HA group.

5G6-6000(config) ha greoup 0 //Zdd to HE group 0.+
S6-6000 (config-ha-group)$ pricrity 50 // Specify the wvalue of

pricrity. The smaller the value is set, the higher the pricrity. The
device of higher pricrity will ke ster device.+

56-6000{config-ha—group)# preempt ify the preemption time
as 3 seconds.#
5G-6000 (config-ha—group)$ monitor track trackl //Zdd the track chject
in H& group.+
SG-6000(config)$ ha cluster 1 //Rdd the device to the HL cluster to

make the HA functicn take effect.+#

4. Repeat the above steps to configure relevant information on vEW-B.

5G-e000#configures

56-6000(config)l$# ha link interface ethernetd/1+
56-6000(config)l$# ha link ip 10.168.1.11/24 &
5G-6000(config)$ ha link mac lst-interface-mac+
5G-6000(config)# nc ha link virtual-mac enable+
56-6000(config)$# ha peer ip 10.168.1.10/24 mac 0050.56kL5.b0514
S5G-e000(config)# ha group 0 #

5G-6000(config-ha-group)$ pricrity 100 +

5G-6000(config)l$# ha cluster 1 ¢

Deploying HA Scenarios of CloudEdge via 172
HAVIP on Alibaba Cloud



Step 6: HA Results

After completing the above configuration, the high-priority vEW-A will automatically negotiate to be
the master device, and the vEW-B with low priority will become the backup device. The master device

and the backup device are marked with the letter "M" and letter "B" respectively in the console.

o When the two devices have been successtully negotiated, you only need to configure the master

device and the configurations will automatically synchronize to the backup device.

e When vFW-A fails to forward traffic or its ethernet0/0 is disconnected, vEW-B will switch to

the main device and start to forward traffic without interrupting uset's communication.

Step 7: HA application
To redirect Web-Server traffic to CloudEdge in the HA deployment scenarios, configure as follows:

1. Configure the SNAT rule on the vFW-A, the master device. Change the source address of the
traffic in the Web-Server segment to the IP of interface eth0/0, aka HAVIP (high available virtual
IP).

Tips: The Web-Server segment "server-net" set in the Step 2 should be 10.168.100.0/24.
Command:

SG-6000 (M) (config-vrouter)# snatrule from 10.168.100.0/24 to
any service any eif ethernet0/0 trans-to eif-ip mode dynam-

icport

2. Map the SSH traffic whose destination address is HAVIP to the port 22 on the Web-Server.
Tips:Web-server IP address:10.168.100.113.

Command:
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SG-6000 (M) (config-vrouter)# dnatrule from any to

10.168.10.200 service ssh trans-to 10.168.100.113

3. In the VPC router of Alibaba Cloud platform , add a routing whose destination segment is

0.0.0.0/0 and the next-hop is HAVIP.

Add Route Entry ® X

» Destination CIDR Block

o - 0o .« 0o - 0 |/ 32w

» Next Hop Type

HAVIP Address e

» HAVIP Address

havip-2zefzp3xdcraw3rkgansbl o

4. When all configurations have completed, the traffic of the Web-Server segment will be forwarded
through the CloudEdge in the HA scenarios, and the CloudEdge will also provide security pro-

tection for Web-Server.

About how to use StoneOS, refer to StoneOS related documents (click here).

Deploying HA Scenarios of CloudEdgevia Secondary
Private IP on Alibaba Cloud

HA Typical Scenarios

There is a cloud setver web-server (10.0.2.209) on the Alibaba Cloud. You can protect the server by

deploying the HA scheme of CloudEdge. The following topology introduces how to deploy HA scen-
arios of CloudEdge on Alibaba Cloud.

After the deployment, viw-A will be selected as the master device to protect the web-server and viw-B

will be selected as the backup device. viw-A will synchronize its configurations and status data to the
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backup device viw-B. When the master device viw-A fails to work, the backup device viw-B will
switch to the master device to protect web-server without interrupting uset's communication, which

can ensure network stability.

@ vRouter Subnet server net @

Subnet: vfw HA net

Login to the AlibabaCloud console (click here) with your Alibaba account. Information of VPC and

subnet which web-server belong to are as follows:
o VPC(VPC1):10.0.0.0/16
e Subnet 0 (server_net):10.0.2.0/24
e web-server IP: 10.0.2.209

Create the following subnets, and the VPC which subnets and the web-server belong to should be the

same:

e VPC(VPC1): 10.0.0.0/16

e Subnet 1 (vfw_service_net) : 10.0.1.0/24
e Subnet 2 (vfw_mgt_net) : 10.0.10.0/24

e Subnet 3 (vfw_HA_net) : 10.0.100.0/24
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Deployment Steps

Step 1: Creating RAM Roles

Step 2: Creating Switches

Step 3: Creating CloudEdge Instances

Step 4: Adding Elastic Network Interfaces and Configuring Secondary Private IPs

Step 5: Purchasing an Elastic IP and Binding it to an Elastic Network Interface

Step 6: Configuring HA on CloudEdge

Step 7: View HA Results

Step 8: Configure Routing, NAT and Security Policies on CloudEdge

Step 1: Creating RAM Roles

For HA deployment of Cloud Edge, the AccessKey authentication or RAM role authentication is
required for accessing to cloud platform API. To avoid exposing an account's AccessKey, it is usu-
allyauthenticated by a RAM role. For authentication using Accesskey, refer to the Appendix. To create
a RAM role, take the following steps:

1. Hover your mouse over the user avatar at the top-right corner, and then click Access Control in

the pop-up box.

2. Select Identities > Roles in the left navigation pane.
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3. Click Create Role and configure as follows:
o Select Role Type: Select Alibaba Cloud Setvice
o Configure Role: Select Normal Service Role

e RAM Role Name:HA-role

o Select Elastic Compute Service

Selected Trusted Entity
Alibaba Cloud Service

Role Type

(® Normal Service Role () Service Linked Role [%

* RAM Role Name

HéA-role

Note

* Select Trusted Service

Elastic Compute Service

o Click OK.
o Click Add Permissions to RAM Role and open the <Add Permissions >Dialog.
o Autheorized Scope: Alibaba Cloud Account

e Principal : The role created above has been selected .
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e Select Policy : Search and select the System Policy : AliyunEIPFullAccess  Aliy-
unVPCFullAccessfi]AliyunECSFull Access.

* Authorized Scope

@ Alibaba Cloud Account

) Specific Resource Group

* Principal

HA-role@role 1753042008719542 onaliyunservice.com X

* Select Policy

System Policy Custom Palicy =+ Create Palicy Selected (3)

Enter a policy name. S AliyunEIPFull Access
Authorization Policy Name Description AliyunYPCRUllAccess
AdministratorAccess Provides full access to Alibaba Cloud service.., =

AliyunECSFull Access
AliyunCSSFullAccess Provides full access to Object Storage Servic..

4. Click OK ,and the RAM role will be referenced directly in subsequent CloudEdge instances.

Step 2: Creating Switches

1. In the left navigation pane, select Virtual Private Cloud > VPC > VSwitches, and then click
Create VSwitch. The Create VSwitch dialog box will appear. Create a switch named "vw_ser-

vice_net", whose subnet is "10.0.1.0/24".
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+ VPC

WP G vpe-2zeet Sutt1 o3jlkraf3a R
CIDR

10.0.0.008

IPvE CIDR. Block
Enable IPvE CIDR Block

«» Name

wi_service_net 161128

» Zone
Beijing Zone B o
Zone Resources
ECS D ROS ) s5LB Q)
» IPv4 CIDR Block

m - a . 1 . 0 Jo2d

2. Repeat the above steps to create the switches "viw_mgt_net" and "viw_HA_net". Note: The

three switches should be set in the same zone.

3. Configure the switches as follows:

Option Description

viw_mgt _net

VPC Select VPC1.

Name Specify the name of the VSwitch as "vfw_mgt net".
Zone Shanghai Zone A

Destination 10.0.10.0/24

CIDR Block

viw_HA_net

VPC Select VPC1.
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Option Desctiption
Name Specify the name of the VSwitch as "vfw_HA_net".
Zone Shanghai Zone A

Destination 10.0.100.0/24
CIDR Block

Step 3: Creating CloudEdge Instances

1. In the left navigation pane, select Elastic Compute Service > Instances & Images > Instances,
and create the two instances vifw-A and viw-B for HA deployment. For detailed steps, refer to

Deploving CloudEdge on Alibaba Cloud.

Requirements: At least 2 vCPUs and 4 GB memory are required for per instance. For default net-

work interfaces of both instances, you should select the same switch viw_mgt net in the same

VPC.

2. Configure the HA Instance as follows:

Option Description

viw-A

Instance Specify the name as "viw-A".
Name

Instance Type Select "ecs.ic5.xlarge (4-core, 4GB, Compute Intensive Type

ic5)".
Network Default Network Interface: VPC: VPC1; VSwitch: viw_
Interface mgt_net.

Add Network Interface: VPC: VPC1; VSwitch: viw_HA_

net.
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Option Desctiption

Public IP Select Assign Public IP Addtess, and then the instance
Aildhezas will get a public IP address.

Advanced RAM Role: Select HA-role.
viw-B

Instance Specify the name as "viw-B".

Name

Instance Type Select "ecs.ic5x.large (4-core, 4GB, Compute Intensive Type

ic5)".
Network Default Network Intetface: VPC: VPC1; VSwitch: viw_
Interface mgt_net.

Add Network Interface: VPC: VPC1; VSwitch: viw_HA_

net.

Advanced RAM Role: Select HA-role.

Step 4: Adding Elastic Network Interfaces and Configuring Secondary Private
IPs

1. In the left navigation pane, select Elastic Compute Service > Network and Secutity > ENIs, and

click Create ENI to create an elastic network interface "vfw-HA".
e ENI Name: viw_setviceA

e VPC: VPCI1

e VSwitch: vfw_service_net
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e Security Group: Select the same security group as the instance.

EMI Marne

*AWPC

# W Switc he

Prirmary Private IP:

Secondary Private IP
Addresses

* Security Group

oy serviced

The narne riust be 2 to 128 characters in length and can contain
letters, digits, hyphens (=), and underscares (), It cannot start with
it/ or httpsyf, The narme rust starkwith a letter, The name must
be 2 to 128 characters in length, and can contain letters, digits,
underscores (), and hyphens (-, It must startwith a letter and cannot
startwith httpefd or https:/s,

wpe-2zeelfuttjlodjlkrgf3s /WPCL -

- 2ze 2 TncOflnjheTuzsfd £ wfne_sera., -

The available zone of the selected switch needs to be the same as the
instance to be bound

CIDR: 10.0.1.0/24 {cn-beijing-b)

Must be the free address in the address section of the
Wawitch to which it belongs, By default, the free address in
the switch is allocated randomly.

Up to 9 private IP addresses can be assigned to this ENL

@ Motset O Suto O Manual

Select a security group -
[Harne i
all sg-2zedTslqlxk syrpesefu

2. Click OK.
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3. In the ENI list, click Bind to Instance behind the network interface you created, and then select

viw-A.

Bind to Instance

1D/ Marme: eni-2zeilrdyowoiodrm 20350 fvhn_serdced,

*Select Instance: i-2zelteryrl1ldcko 79z -

The eniis created in cn-beijing-b and only the instances under that zZone can
be selected,

Cancel

4. Repeat steps 1 and 2 to create another elastic network interface "viw_serviceB" (VSwitch: viw_

service_net), then bind it to viw-B.
5. After binding all network interfaces, restart viw-A and vfw-B.

0. In the ENI list, select the network interface "viw_servicel" of viw-A, and click Manage Sec-
ondary Private IP Address. In the pop-up dialog box, click Assigh New IP, and then configure
the secondary private IP address, such as 10.0.1.242.

Step 5: Purchasing an Elastic IP and Binding it to an Elastic Network Interface

1. In the left navigation pane, select Elastic Compute Setvice > Netwotk and Security > EIP, and

click Create EIP.

2. After purchasing, select the elastic IP, and click Bind at the bottom of the list. In the Bind Elastic
IP to Resources dialog box, select the secondaty elastic network interface "viw_serviceA" of viw-

A.

3. Click OK.
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Step 6: Configuring HA on CloudEdge

1. On the Alibaba cloud platform, view and record information such as the elastic public IP address
of vfw_mgt_net of vfw-A and vfw-B, and then login to the vfw-A via WebUI using the elastic
public IP address. For detailed steps, refer to To Login CloudEdge via HT'TPS.

2. Disable the reverse routing check for the interface eth0/0 of viw-A and vfw-B respectively.

SG-6000# configure

SG-6000 (config)# interface ethernet0/0

SG-6000 (config) # dhcp-client route distance 10 ////IP address
and default route of eth0/0 are automatically obtained . In this example, rout/
ing priority needs to be set as 10.

SG-6000 (config-if-eth0/0)# no reverse-route ////Disable the

tevetse routing checking of eth0/0.

3. On the vfw-A, configure secondary private IP to the viw-Service-net interface (eth0/2 in the
example) of CloudEdge. (This configuration can only be set in the master device, which will be
synchronized to the backup device after HA is deployed.)

SG-6000# configure
SG-6000 (config)# interface ethernet0/2

SG-6000 (config) #zone untrust

SG-6000 (config-if-eth0/2)# ip address 10.0.1.242/24 ////Cont
figure as the secondary private IP address and its mask.

SG-6000 (config-if-eth0/2) # manage ping ////Configure the man-
agement.

SG-6000 (config-if-eth0/2) # manage ssh
SG-6000 (config-if-eth0/2) # manage https

SG-6000 (config-if-eth0/2)# exit
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4. Configure host routing and DNS to make vfw-A and vfw-B to communicate with the Alibaba
Cloud platform. (This configuration can only be set in the master device, which will be syn-

chronized to the backup device after HA is deployed.)

SG-6000# configure
SG-6000# show dns ////View the device's DNS Server address, which is
10.0.0.2 in this example.

SG-6000 (config)# ip vrouter trust-vr

SG-6000 (config-vrouter)# ip route 0.0.0.0/0 10.0.1.253
////Configure static routing, next hop is vfw_Service net gateway IP, and the
default is X.X.X.1.

SG-6000 (config-vrouter)# ip route 10.0.0.2/32 10.0.10.1

////The DNS Server address is 10.0.0.2 and the gateway IP of vfw_mgt net is
10.0.10.1.

5. Configure HA on the master device viw-A, and configure as follows:
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SG-6000#configure

SG-6000 (config)# track trackl ////Create a track object with the
name “track1” .

SG-6000 (config-trackip)# interface ethernet0/2 weight 255
////Configure eth0/2 interface as the HA tracking interface.

SG-6000 (config)# ha link interface ethernet0/1 ////Configure
eth0/1 interface as the HA link interface.

SG-6000 (config)# ha link ip 10.0.100.164/24 ////Configure the
IP address for HA negotiation according to the IP assigned to eth0/1 by
Alibaba Cloud platform.

SG-6000 (config)# ha link mac lst-interface-mac ////Configure
the control interface of HA to use the real MAC of interface.

SG-6000 (config)# no ha virtual-mac enable ////Configure the HA
business interface to use the real MAC of interface.

SG-6000 (config)# ha peer ip 10.0.100.100 mac

0224.£8£3.e5e2 /////Configure the address of the peer device of HA link
interface. The MAC address can be viewed by the command "show inter-
face". (MAC address can be optionally configured.)

SG-6000(config)#ha cloud-deploy havip disable////Disable HAVIP function that Alibaba
Cloud provides to deploy HA

SG-6000(config)#ha cloud-deploy platform aliyunSpecify the Cloud platform the
CloudEdge were deployed as AliCLoud.

SG-6000 (config) # ha group 0 ////Join group HAOQ.

SG-6000 (config-ha-group) # priority 50 ////Setthe priority and the
smaller the value, the higher the priority. The device with the higher the pri-
ority will be the master device.

SG-6000 (config-ha-group) # monitor track trackl ////Add track

SG-6000 (config-ha-group) # exit

SG-6000 (config)# ha cluster 1 ////Add HA cluster 1.
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6. On the backup device viw-B, configure the following information.

SG-6000#configure

SG-6000 (config)# ha link interface ethernet0/1
SG-6000 (config)# ha link ip 10.0.100.100/24
SG-6000 (config)# ha link mac lst-interface-mac
SG-6000 (config)# no ha virtual-mac enable

SG-6000 (config)# ha peer ip 10.0.100.164 mac
028e.8£79.700e ////The MAC address configuration is optional.

SG-6000(config)#ha cloud-deploy havip disable////Disable HAVIP function that Alibaba
Cloud provides to deploy HA

SG-6000(config)#ha cloud-deploy platform aliyunSpecify the Cloud platform the
CloudEdge were deployed as AliCLoud.

SG-6000 (config) # ha group O
SG-6000 (config-ha-group) # priority 100
SG-6000 (config-ha-group) # exit

SG-6000 (config)# ha cluster 1 ////Itisrecommended to add HA
cluster 1 after the status of the master device changes to "M".

Step 7: View HA Results

After completing the above configurations, the viw-A with high priority will be selected as the master
device automatically, and the viw-B with low priority will become the backup device. The master

device and the backup device are marked with the letter "M" and letter "B" respectively in the console.
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o When the two devices have been successfully negotiated, you only need to configure the master

device and the configurations will automatically synchronize to the backup device.

o When vfw-A fails to forward traffic or its ethernet0/2 is disconnected, vfw-B will switch to the

master device and start to forward traffic without interrupting user's communication.

Step 8: Configure Routing, NAT and Secutity Policies on CloudEdge

You can configure the web-servet's inbound and outbound traffic through the CloudEdge instance in
the HA deployment scheme to ensure the high reliability of server's business. The configurations are as

follows:

1. Configure the soutce NAT rule on the master device viw-A, and the source address of the traffic
in the web-server network segment will be to translate into the IP of interface eth0/2, i.e., the
secondary private IP: 10.0.1.242.

Command:
SG-6000 (M) (config-vrouter)# snatrule from 10.0.2.209/24 to
any service any eif ethernet0/2 trans-to eif-ip mode dynam-

icport

2. Configure the destination NAT rule on the vfw-A, and the destination IP address of the traffic
whose destination address is the secondary private IP will be translated into the IP address of
web-server 10.0.2.209.

Command:
SG-6000 (M) (config-vrouter)# dnatrule from any to 10.0.1.1.242

service any trans-to 10.0.2.209

3. Configure a security policy rule on viw-A that allows all traffic to pass.

Command:
SG-6000 (M) (config-policy)# rule from any to any service any

permit
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4. After the configurations, web-server will not need to be bound with the elastic IP. The intranet
address of web-server will be translated to the secondary private IP of the viw_service_net sub-
net of CloudEdge through DNA T rules, and Internet users can access the server by accessing the
public address of secondary private IP. At the same time, the source IP address of the traffic sent
by web-server to Internet will also be translated to the secondary private IP address of CloudEdge

through SNAT rules, so as to protect web-server against external attacks.

Results

When the master device viw-A fails, the backup device viw-B will automatically switch to the master
device. The secondary private IP, routing, information of security policy, source NAT and destination
NAT on the original master device will be switched automatically without manual reconfiguration, and
the communication will not be affected, thus realizing a high reliable security guarantee for cloud serv-

€rs.

About how to use StoneOS, refer to StoneOS related documents (click here).

Appendix

If RAM authentication is not used, that is, the RAM role is not bound to CloudEdge instance,you can

apply an AccessKey for authentication .

Applying for AccesKey

1. Hover your mouse over the user avatar at the top-right corner, and click Secutity Control in the

pop-up box.

2. AccessKey of your cloud account is the secret key to access Alibaba Cloud APIs. It has full per-
missions of your cloud account, and needs to be verified via the administrator's mobile phone

number. You should keep it safe.
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3. Click Create AccessKey, and then copy and paste the AccessKey ID and Secret for use in sub-

sequent steps.

4. Then perform the configuration in Steps 2 to 9. When configuring HA in Step 7, you need to
set the AccessKey ID and Secret commands on the master and backup devices. In global con-
figuration mode, run the following command:

SG-6000(config)#cloud-deploy accesskeyid XXXXXXXXXXXX accesskeysecret
XXXXXXXXX

If you do not want to assign all permissions to an AccessKey, you can create an AccessKey using a sub-
user account and assign the specified permissions to the subuser account. For details , take the fol-

lowing steps:

1. Hover your mouse over the user avatar at the top-right corner, and click Access Control in the

pop-up box.
2. Select Idetities > Users and click "Creater User".
e Logon Name : HA-secondIP Display Name:HA-secondIP

o Access Mode: Select Console Access and Open API Access .

User Account Information

*Logon Name (3 * Display Name (&
HA-secondlIP HA-secondIP
+ Add User

Access Mode &

Console Access  Users access the Alibaba Cloud console using the account and password.

Open APl Access  Enable AccessKeyld and AccessKeySecret to support access through the API

3. Click OK and complete the SMS verification.
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4. In the users list ,find the sub account "HA-secondIP "and click the Add Permissions link to open

the <Add Permissions>.

o Authorized Scope : Select "Specific Resource Group "and specify the resource group the

viw-A and vfw-B are located.

e Select Policy : AliyunEIPFullAccess. AliyunVPCFullAccessF]AliyunECSFullAccess

* Authorized Scope

) Alibaba Cloud Account

(® Specific Resource Group)

e R L o

* Principal

* Select Palicy

System Policy Custom Policy + Create Palicy

Selected i3}

AliyunECSFullAccess

]

AliyunEIPFull Access

Authorization Palicy Name Description AliyunVPCFuUllAccess
AliyunECSFullAccess Provides full access to Elastic Compute Servi..
AliyunECSFull Access
e Click OK.

5. In the user list, find the sub account HA-SecondIP, click the user name link to enter the user

details page. In the "User AccessKeys " section, click Create AccessKey to create an accesskey,

and then copy the AccessKey ID and Secret.

6. Then perform the configuration in Steps 2 to 9. When configuring HA in Step 7, you need to

set the AccessKey ID and Secret commands on the master and backup devices. In global con-

figuration mode, run the following command:

SG-6000(config)#cloud-deploy accesskeyid XXXXXXXXXXXX accesskeysectret
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Deploying CloudEdge on Array AVX

System Requirements
To deploy CloudEdge on an Array AVX platform, the host should meet the following requirements:
o Array AVX has been installed.

o Array AVX has at least 2 CPUs and 2 GB memory.

Installing CloudEdge

CloudEdge will be installed as an instance on Array AVX. After the installation, you can run the virtual
StoneOS system, and access the CLI and WebUI of CloudEdge.

Step 1: Importing the Image

1. Login to Array AVX. Click VA Image on the left navigation pane, and then click the VA Image
tab.
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2 On the VA Image page, click @ on the upper-left corner, and the Import a VA Image dialog will

pop up-

Image Name

Image Format

Image File

Image Metadata

Image Description

Image Version

Supported VA Sizes

Product Category

Image Vendor

Product Name

Console Type

Unsupported Model

Import a VA Image

CloudEdge-test

qcowz2 v

Local URL USB Device

Cancel

Manually Input Metadata Information (complete all v

VNGFW

0.0R5F4.2

entry, small, medium, large, custom -
NGFW v

Hillstone Networks

CloudEdge

VNC -

eq. AVX 3600 v5 (optional)

(s)
v

Save

In the Import a VA Image dialog, configure the following options.

Option Description
Image Name Enter the image name, such as "CloudEdge-test".
Image Format Select gqcow2 from the Image Format drop-down list.
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Option

Image File

Image Metadata

Image Description
Image Version

Supported VA

Sizes

Product Category

Image Vendor

Product Name

Desctiption

Click the Local tab, click Browse, and select the
image file from the local PC. The progress bar of
uploading will pop up.

Select Manually Input Metadata Information (Complete

all fields below) from the Image Metadata drop-down

list.
Enter the description information of image.

Enter the version information of image.

Select the VM sizes according to requirement, includ-
ing Large, Medium, Small, Entry and Shared-entry.
Since the size selected here will affect the VM size of
the CloudEdge instance you create later, you are sug-
gested to select multiple sizes, such as Large,
Medium, Small and Entry. The information of CPU

and memory is shown as below:

e Large: 8 CPUs and 16GB memory.
e Medium: 4 CPUs and 8GB memory.
e Small: 2 CPUs and 4GB memory.

e Entry: 1 CPU and 2GB memory.

Select NGFW from the Product Category drop-down

list.
Enter the image vendor, such as "Hillstone Networks".

Enter the product name, such as "CloudEdge".
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Option Desctiption

Console Type Select VNC from the Console Type drop-down list.

3. After above configurations, click Save. The image file will be imported successfully and displayed

in the list.

e
VA Image
No.  Image Name Product Name Product Category ~ Vendor Version Supported VA Sizes Console Type  Description Action
Search by Name Search by Product Name All v Al v All v All v All v
1 - VAPV ADC Artay Networks ReLAPV 8 6.0.35 shared-entry, entry, small, medium, large
efaul
2 - VXAG VPN Artay Networks RelAG.9.4.0.63 shared-entry, entry, small, medium, large AVX VXAG image
ag_defaul
3 st ubuntu ADC ubuntu 14.04 eniry, small, medium, large, cusiom VNC ubuntu
ubunty
4 new_55R5F42 Firewall hillstone new_5 5R5F4.2 eniry, small VNC new_5 5R5F4 2
new_55R5F4.2
5 CloudEdge NGFW Hillstone Networks 5.5R5F4.2 eniry, small, medium, large, cusiom VNC VNGFW
CloudEdge-test

Step2: Creating the Instance

1. Click VA on the left navigation pane to enter the VA Management page.

o Click @ on the upper-left corner, and the Create a VA Instance dialog pops up.

Create a VA Instance

VA Name vEW-A
Image CloudEdge-test v
VA Size small v
Domain 1D 1 v

Next
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3. In the Create a VA Instance dialog, configure the corresponding options.

Option Description
VA Name Enter the VM name, such as "vEW-A".
Image

Select CloudEdge-test from the Image drop-down list.

VA Size Select the VM sizes from the VA Size drop-down
list, which should meet the standard requirement.

The standard requirements of three CloudEdge types

are shown as below :
e VM-01: 2 CPUs and 2GB memory.
e VM-02: 2 CPUs and 4GB memory.

e VM-04: 4 CPUs and 8GB memory.

You are suggested to select Small, Medium or Large
when installing VM-01 and VM-02, and to select
Medium or Large when installing VM-04.

Domain ID Select 1 from the Domain ID drop-down list.

4. Click Next to enter the Assign Resources to VA Instance page. Click the Manual tab, and assign
port VFs for CloudEdge as needed. When you select multiple port VFs, the xethernet interface of

CloudEdge will be corresponded according to the selection order. For example, the first selected
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port VF will be matched to xethernet0/1.

Assign Resources to VA Instance

“

-

CPU Threads

4G 42G

Memory '

[] Unassign Port VFs or SSL VFs

Port VF Assignment

= ()OO
v ()OI
v ()OO

~= @EAEOOC0C BB

S5L VF Assignment

Previous Next

5. Click Next to enter the Confirm VA Instance Configuration page. After you confirm the con-

figurations, click Save, and the created instance will be displayed in the list.

B VA Management
- o
No. VA Name IP Address Product Name Product Category VA Size Image Vendor Status Boot Time Action
Search by Name Search by IP Search by Product Name All v Al v All ~ All ~ Al v
1 il Router ubuntu & ADC «* small ubuntu ubuntu O Shutoff N/A >
| 2 L VFW-A CloudEdge NGFW «* small CloudEdge-test Hillstone Networks © Running 2018-10-09T10:12:02 .;I

Step 3: Configuring CloudEdge

After you create the CloudEdge instance, ethernet0/0 will be assigned as the management interface. By
default, Array AVX will assign IP address for eth0/0 automatically with SSH, HT'TPS and Ping
enabled. The default route will also be set automatically. If Array AVX cannot provide the DHCP

server, you need to configure as below:
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1. By default, the created CloudEdge is powered off. Click P and then click == when the status of

CloudEdge changes to @ Running

2. Select >_VNC Console in the pop-up dialog, and enter the CLI of CloudEdge. Enter the default

username and password: hillstone /hillstone.

3. Disable the DHCP function of ethernet0/0 and configure the IP address.

login: hillstone
password:
SG-6000# configure

SG-6000(configl)# interface ethernet@ 0

SG-6000(conf ig-if-eth@-0)% no ip add dhcp

SG-6000(conf ig-if-ethO-0)% ip address 10.180.37.230-16
SG-6000(conf ig-if-ethO- 008 exit

4. Configure the static route.

SG-6000(conf ig)# ip vrouter trust-wr

S6-6000(conf ig-—vrouter)# ip route 0.0.0.0-0 10.180.0.1
SG-6000(conf ig-—vrouter ) exit

5. After above configurations, you can visit CloudEdge through SSH and HT'TPS.

About how to use StoneOS, refer to StoneOS related documents (click here).
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Deploying HA Scenarios of CloudEdge on Array AVX

HA Typical Scenarios

The following topology introduces how to deploy HA scenarios of CloudEdge on Array AVX. You
should deploy vEW-A on AVX-A, and deploy vEW-B on AVX-B. After the deployment, vEW-A will
be selected as the master device to forward traffic and vEFW-B will be selected as the backup device.
vEW-A will synchronize its configurations and status data to the backup device vEW-B. When the mas-
ter device vEFW-A failures to forward traffic, the backup device vEW-B will switch to the master device

to forward traffic without interrupting uset's communication, which can ensure network stability.

AVX-A  xethernet0/2 xethernet0/2 AVX-B—I
= = =  vFW-A !
xethernet0/1 " xethemet0/t

Switch

Trust DMZ

To deploy CloudEdge on an Array AVX platform, the host should meet the following requirements:
e Two Array AVXs have been installed.

o Bach Array AVX has at least 2 CPUs and 2 GB memory.
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Installing CloudEdge
Installing CloudEdge on AVX-A

Step 1: Importing the Image

1. Login to Array AVX-A.

2. Click VA Image on the left navigation pane, and then click the VA Image tab.
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3. On the VA Image page, click @ on the upper-left corner, and the Import a VA Image dialog will

pop up-

Image Name

Image Format

Image File

Image Metadata

Image Description

Image Version

Supported VA Sizes

Product Category

Image Vendor

Product Name

Console Type

Unsupported Model

(s)

Image Icon

Import a VA Image

CloudEdge-test

qcowz2 v

Local URL USB Device

Cancel

Manually Input Metadata Information (complete all v

VNGFW

0.0R5F4.2

entry, small, medium, large, custom -
NGFW v

Hillstone Networks

CloudEdge

VNC -

eq. AVX 3600 v5 (optional)

In the Import a VA Image dialog, configure the corresponding options.

Option
Image Name

Image Format

Description

Enter the image name, such as "CloudEdge-test".

Select gqcow2 from the Image Format drop-down list.
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Option

Image File

Image Metadata

Image Description
Image Version

Supported VA

Sizes

Product Category

Image Vendor

Product Name

Desctiption

Click the Local tab, click Browse, and select the
image file from the local PC. The progress bar of
uploading will pop up.

Select Manually Input Metadata Information (Complete

all fields below) from the Image Metadata drop-down

list.
Enter the description information of image.

Enter the version information of image.

Select the VM sizes according to requirement, includ-
ing Large, Medium, Small, Entry and Shared-entry.
Since the size selected here will affect the VM size of
the CloudEdge instance you create later, you are sug-
gested to select multiple sizes, such as Large,
Medium, Small and Entry. The information of CPU

and memory is shown as below:

e Large: 8 CPUs and 16GB memory.
e Medium: 4 CPUs and 8GB memory.
e Small: 2 CPUs and 4GB memory.

e Entry: 1 CPU and 2GB memory.

Select NGFW from the Product Category drop-down

list.
Enter the image vendor, such as "Hillstone Networks".

Enter the product name, such as "CloudEdge".
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Option Desctiption

Console Type Select VNC from the Console Type drop-down list.

4. After above configurations, click Save. The image file will be imported successfully and displayed

in the list.

e
VA Image
No.  Image Name Product Name Product Category ~ Vendor Version Supported VA Sizes Console Type  Description Action
Search by Name Search by Product Name All v Al v All v All v All v
1 - VAPV ADC Artay Networks ReLAPV 8 6.0.35 shared-entry, entry, small, medium, large
efaul
2 - VXAG VPN Artay Networks RelAG.9.4.0.63 shared-entry, entry, small, medium, large AVX VXAG image
ag_defaul
3 st ubuntu ADC ubuntu 14.04 eniry, small, medium, large, cusiom VNC ubuntu
ubunty
4 new_55R5F42 Firewall hillstone new_5 5R5F4.2 eniry, small VNC new_5 5R5F4 2
new_55R5F4.2
5 CloudEdge NGFW Hillstone Networks 5.5R5F4.2 eniry, small, medium, large, cusiom VNC VNGFW
CloudEdge-test

Step 2: Creating the Instance

1. Click VA on the left navigation pane to enter the VA Management page.

o Click @ on the upper-left corner, and the Create a VA Instance dialog pops up.

Create a VA Instance

VA Name vEW-A
Image CloudEdge-test hd
VA Size small h
Domain 1D 1 b
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3. In the Create a VA Instance dialog, configure the following options.

Option Description
VA Name Enter the VM name, such as "vEW-A".
Image

Select CloudEdge-test from the Image drop-down list.

VA Size Select the VM sizes from the VA Size drop-down
list, which should meet the standard requirement.

The standard requirements of three CloudEdge types

are shown as below :
e VM-01: 2 CPUs and 2GB memory.
e VM-02: 2 CPUs and 4GB memory.

e VM-04: 4 CPUs and 8GB memory.

You are suggested to select Small, Medium or Large
when installing VM-01 and VM-02, and to select
Medium or Large when installing VM-04.

Domain ID Select 1 from the Domain ID drop-down list.

4. Click Next to enter the Assign Resources to VA Instance page. Click the Manual tab, and assign
port VFs for CloudEdge as needed. When you select multiple port VFs, the xethernet interface of

CloudEdge will be matched according to the selection order. For example, the first selected port
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VF will be matched to xethernetO/1.

Assign Resources to VA Instance

“

CPU Threads 2'
reavee ] J J JOJO OS]
mavee ] J JLJOJO O J]

v ()OO
~= @EAEOOC0C BB

S5L VF Assignment

Previous Next

5. Click Next to enter the Confirm VA Instance Configuration page. After you confirm the con-

figurations, click Save, and the created instance will be displayed in the list.

B VAManageme! nt
- o
VAName ~ |PAddress  Product Name gory 1 Status inn cli
Search by Name Search by IP Search by Product Name All v Al v All ~ All ~ Al v
ol & buniu it o >
I 2 L VFW-A CloudEdge NGFW «* small CloudEdge-test Hillstone Networks © Running 2018-10-09T10:12:02 .;I

Step 3: Configuring CloudEdge

After you create the CloudEdge instance, ethernet0/0 will be assighed as the management interface. By
default, Array AVX will assign IP address for eth0/0 automatically with SSH, HTTPS and Ping
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enabled. The default route will also be set automatically. If Array AVX cannot provide the DHCP

server, you need to configure as below:
1. By default, the created CloudEdge is powered off. Click ®, and then click == when the status of

>

CloudEdge changes to @ Running

2. Select >_VNC Console in the pop-up dialog, and enter the CLI of CloudEdge to enter the

default username and password: hillstone /hillstone.

[G8]

. Disable the DHCP function of ethernet0/0 and configure the IP address.

login: hillstone

password:

SG-6000# configure

SG-6000(conf ig)# interface ethernet@- 0

SG-6000(conf ig-if-ethO-0)# no ip add dhcp
SG-6000(config-if-eth0-0)# ip address 10.180.37.230-/16
SG-6000(config-if-eth0-0)H# exit

4. Configure the static route.

SG-6000(configl#t ip wvrouter trust-vr

SG-6000(conf ig-vrouter)t ip route 0.0.0.0-0 10.180.0.1
SG-6000(conf ig-vrouter)it exit

5. After above configurations, you can visit CloudEdge through SSH and HTTPS.

Installing CloudEdge on AVX-B

To install CloudEdge on AVX-B, see Installing CloudEdge on AVX-A.
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Configuring HA on CloudEdge.

1. Configure the IP address of xethernetO/1 on the vEW-A (the master device of HA).

SG-6000% configure

5c-6000 (config)$ interface methernetld/1
S6-6000(config-if-x=0/1)# zone untrust

SG-e000 (config-if-xe0/1)# ip address 1%2.1e8.10.254/24
SG-e000 (config-if-xe0/1)# exit

2. On vFW-A, create a track object to monitor the status of xethernet0/1, Once the interface fails
to work, the backup device will take over. At the same time, configure the interface xethernet0/2

for HA, as well as the related information of IP and MAC.

56-6000#confiqure
56-6000 ({config)# track trackl //Create a track ocbject with the name
“trackl”.

5G-6000 (config-trackip) # interface xethernetl/1 weight 255 //Monitor

the status of xethernet(/1 for Ha.
5G-6000 (config)$# ha link interface xethernet(/2 // The xethernet(/Z2
is used for HA.

5G-6000 (config)$# ha link ip 10.1.1.1/28 //This address is the IF

address of zethernet(/2.

5G-6000 (config)$# ha link mac lst-interface-mac //Configure the real
MAC of HA control interface as the MAC address of HRA heartheat.
5G-6000 (config)$# no ha link virtual-mac enable //Device will use the

real MAC address of interface for communication instead of wvirtual
MAC.

5G-6000 (config)$# ha peer ip 10.1.1.2 mac 0050.56b53.bl6c //Configure
the IP and MAC address of vFW-B's HL interface. You can view the MAC

addres=s wia the command “show interface” on vEW-B.

3. On the vFW-A, configure the HA group.

5G-6000 (config)$# ha group 0 //Rdd to HR group 0.

5G-6000 (config-ha-group)$# pricrity 350 //Specify the wvalue of
priority. The smaller the value is set, the higher the priority. The
device of higher priority will be selected as the master device.
56-6000 (config-ha—group)# preempt 3 //Specify the preemption time as
3 seconds.

5G-6000 (config-ha-group) # monitor track trackl // Rdd the track cbhisct
in HR group.

S5G-€000 (config)$# ha cluster 1 //Rdd the device to the HR cluster to

make the HA function take effect.
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4. Repeat the above steps to configure relevant information on vEW-B.

56-6000#configure+

S5G-6000(config)$# ha link interface ethernetd/1+
5G-6000(config)# ha link ip 10.168.1.11/24 +
56-6000(configl# ha link mac lst-interface-mace
5G-6000(config)# ne ha link virtual-mac enable+#
5G-6000(config)$# ha peer ip 10.168.1.10/24 mac 0050.56b5.b051
SE-6000(config)# ha group 0 +

56-6000 (config-ha—group)# pricrity 100 +

SG-6000({config)# ha cluster 1 +

HA Results

After completing the above configuration, the vEW-A with high priority will automatically negotiate to
be the master device, and the vEFW-B with low priority will become the backup device. The master

device and the backup device are marked with the letter "M" and letter "B" respectively in the console.

o When the two devices have been successfully negotiated, you only need to configure the master

device and the configurations will automatically synchronize to the backup device.

o When vEFW-A fails to forward traffic or its xethernet0/1 is disconnected, vEW-B will switch to

the main device and start to forward traffic without interrupting user's communication.

About how to use StoneOS, refer to StoneOS related documents (click here).

DeployingCloudEdge on HuaweiCould

System Requirements

To deploy Hillstone's virtual firewall(vEW) on HuaweiCloud, the host should meet the following

requirements:
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e CloudEdge virtual machine(VM) requires at least 2 vCPUs, and 2 GB memory. For the spe-

cification of product models, see Product Information.

e Subscribe HuaweiCloud.

Installation Steps

Step 1: Creating a Virtual Private Cloud(VPC)

1. Log in to HuaweiCloud and click Console. Hover your mouse over the Service List navigation bar

and select Netwotking > Virtual Private Cloud.

E Service List > Q
(=) Elaslic Cloud Server Mo Recently Visited Serices
L Auto Scaling Compute Storage Networking
Elastic Cloud Server 1 § Elastic Valume Service ) 3 Wirtual Private Cloud
@& Bare Metal Server
Cloud Container Engine Dedicated Distributed Starage Service Elastic Load Balance
@ Elastic Volurme Senice Auto Scaling ] Storage Disaster Recovery Senice WP
5 Cloud Backup and Recovery Bare Metal Server Cloud Server Backup Service Direct Connect
Image Management Service Cloud Backup and Recovery | Domain Mame Service
(&) Ohject Storage Senice
FunctionGraph “olume Backup Service MAT Gateway
&y Virual Private Cloud Dedicated Cloud Ohject Storage Service | Elastic IP
£ Elastic Load Balance Dredicated Host Data Express Serice Cloud Connect
Scalable File Service WPC Endpaoint
(¥)_ElasticIP

Create VPC

2. On the Virtual Private Cloud page, click in the upper-right corner.

3. On the Create VPC page, configure parameters such as the name of the VPC, the CIDR block,

and the default subnet. Click Create Now.
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< | Create VPC &

Baslc Information

Region

Mame

CIDR Block

Advanced Settings

9 AF-lohannesburg v

Regions are geographic areas isolated from each other. Resources are region-specific and cannot be used across regions through internal network conneetions. For low network
latency and quick resourcs access, selact the nearest reqion

‘ vpeeaso ‘

182 | 168 - - TR

Recormrmended: 10.0.0.0/8-24 (Select) 172.16.0.0/12-24 (Select) 192.168.0.0¢16-24 (Select)

Tag

Default Subnet

Name

CIDR Blok

Assodiated Route Table

Advanced Settings ~

subnet-caed

o |- /24 v | (D Available IP Addresses: 251

The CIDR black cannot be modified after the subnet has been created

Default (3}

Gatewsy | DNS Server Address | Tag

4. Wait a few seconds, then you can view the created virtual private cloud on the VPC list.

5. Click Subnets in the left Network Console column. On the Subnets page, click Create Subnet in

the upper-right corner to go to the pop-up Create Subnet dialog box.

Create Subnet
ERY e wpE |
IPv4 CIDR block: 172.16.0.0/16
The WPC already contains 3 subnets.
* Marme subnet-eefd |
# CIDR Block 0 /4 -
Available IP Addresses: 251
The CIDR block cannot be modified after the subnet has been created.
Associated Route Table Default (7}
Advanced Settings  « Gateway | DME Server Address | Tag
Caneel

On the Create Subnet dialog box, configure the following options.
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Option Desctiption

VPC Specifies the VPC of the subnet.

Name Specifies the name of the subnet.

IPv4 CIDR  Specifies the IPv4 CIDR block, which should be in the avail-

Block able range.

AZ Specifies the AZ of the subnet.

Step 2: Creating a Cloud Server/ Deploying the CloudEdge

1. Hover your mouse over the Service List navigation bar and select Compute > Elastic Cloud

Server.
E Seryice List
&  Elastic Cloud Server Recently Visited Services:  Wirtual Private Cloud
&Y Relational Database Service Compute
Elastic Cloud Server
i Auto Scaling X
Cloud Cantainer Engine
Bare Metal Server
@ Auto Scaling
@ Elastic Volume Service Bare hetal Server
Irmage Management Service
Volurne Backup Service g 9
FunctionGraph
Virtual Private Cloud
© Dedicated Cloud
.{b Elastic Load Balance Dedicated Host
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2. Click

Buy ECS

in the upper-right corner and configure the following options.

iling Mode

Region

AZ

Spedications

Image

System Disk

Yearly/Morthly

9 AF-lohannesburg  ~

For lows netuork latency and quick resource access, select the region nearest to your target users. Learn how to select a region

e e

Latest generation = | ¥CPUS | Al < Wemory | Al - Favor Name Q

(TPl General computing-plus  Memory-optimized  Large-memory @

Flavor Narne ¥CPUs | Memory = cPU = Assured / Maximum Bandwidth @ = Packets Per Secand (PPS) @) i=
56 medium 4 1vCPUs |4 GiB Intel Cascade Lake 2 66Hz 0.1/ 0.8 Gbitys 100,000
@ s6large 2 2vCRUs |4 GIB Intel Cascade Lake 2 6GHz 0.3/15 Gbitys 150,000
56 larged 2vCPUs | 8 GB Intel Cascade Lake 2 66Hz 0.2/ 15 Gbitys 150,000
56 xlarge 2 4¥CPUs | 3 GIB Intel Cascade Lake 2 6GHz 0.35/ 2 Gbitfs 350,000
s6.xlarge4 4¥CPUs | 16 G Intel Cascade Lake 2.6GHz 0.25 / 2 Gbitfs 250,000
56 24large 2 8 vCPUs | 16 GIB Intel Cascade Lake 2 6GHz 0.75 / 3 Gbitfs 500,000
56 2xlarge 4 8 vCPUs | 32 GIE Intel Cascade Lake 2 6GHz 0.75 / 3 Gbitfs 500,000

Selocted specifications ~ General computing | s6.large.2 | 2vCPUS |4 GiB

public image Private image Shared image Marketplace image

AF-Iohannesburg select Image

To use third-party images purchased on the Marketplace, ensure that you read and agree to Marketplace Terms and Marketplace EULA

General Purpose 55, ~ 40 |+| GiB 10PS limit: 2,280, 10PS burst limit 8,000 @

@ Add Data Disk Disks you can stll add: 23

On the Configure Basic Settings page, configure the following options:

Option

Desctiption

Billing Mode  You can select the billing mode according to your own needs.

Region

AZ

Specifies the geographic region of the elastic cloud server.
The region specified here should conform to the region of the

VPC.

Specifies the AZ of the elastic cloud setver. The AZ spe-

cified here should conform to the AZ of the subnet.

CPU Archi-  Select "X86".

tecture

Specifications CloudEdge vEW requires at least 2 vCPUs, 2 GB memory,

and a 4 GB hard drive. The General computing | s6.large.2 |
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Option Desctiption
2vCPUs | 4GiB here is used as an example.

Image Click Marketplace image to go to the Select Marketplace
Image page. Select Infrastructure Software > Secutity, and
then select "Hillstone CloudEdge Virtual-Firewall (BYOL)".
Click OK.

System Disk  You can select the system disk according to your own needs.

"General Purpose SSD, 40 GiB" is recommended.

3. Click Next: Configure Network and configure the following options.

Network wp(172.16.0.0/16) | ¢ | subnet-1.007216.1.0/24) | G [ Automaticall assign I address  ~ | Avallable private 1P addresses: 243 ()

Create VPC

Extension NIC ® Add NIC NICs you can stil add: |

Security Group

Protocol & pore @ pe soure @ Descrpton

Al 1Py 00.00/0

&P

EP Type

Traffic Shared bandwidth
For light/sharply fluctuating For staggered peak hours

Billed gy

fve of traffic configurable maximum bandwidth size

woianse  [EEM 2 5 1 w0 aw qsom[ ] 1 [] Tesomdwonbefon o200

On the Configure Netwotk page, configure the following options.
Option Desctiption
Network Select the VPC and the subnet created in Sept 1, such as

"vpc-test" and its subnet.

Security You can select the security group according to your own
Group needs. The security group selected here should be permitted

by both inbound and outbound rules.
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Option Desctiption
EIP You should select Auto assign if you need to access

CloudEdge from the Internet.

EIP Type You can select the EIP type according to your own needs.

"Static BGP" is used as an example here.

Billed By and  You can select the billing method according to your own

Bandwidth needs. "Billed by Brandwidth, 1 Mbit/s" is recommended.

Size

4. Click Next: Configure Advanced Settings to configure the following options.

© Configurs asic sttngs

(@) Configure Network

© Confgure Advanced setings @ confirm

ECS Name

Clowd Backupand  To use CBR, you need to purchase a backup vault. A vaultis  container that stores backups for servers
Recovery

ECS Group
(Optional)

Create ECS Group

Advanced Options Corfigure now

On the Configure Advanced Settings page, configure the following options.

Option Description
ECS Name Specifies the name of the ECS, such as "vfw-test".

Login Mode  You can select the login mode according to your own needs.
If you select the password mode, you need to configure and

confirm the password according to the password policy.
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Option Desctiption
Cloud Backup You can decide whether to use the Cloud Backup and Recov-

and Recovery ety setvice or not.

5. Click Next: Confirm. On the Confirm page, select "default" for Enterprise Project and tick the I
have read and agree to the Image Disclaimer. check box.

6. Click Submit. Click Pay. You will see a message indicating that the cloud server is successfully

created. That is to say, the deployment of CloudEdge is completed.

Step 3: Accessing CloudEdge

To access the firewall after the creation of the elastic cloud server, take the following steps:

1. Login to HuaweiCloud and go to the Console page. Select Cloud Setver Console > Elastic Cloud

Servet.

2. Click the ECS on the ECS list to go to its details page.

< doudedge

uuuuuuuuuuuuuuuu

Creata ECS Group

3. Click Remote Login in the upper-right corner to go to the CLI interface of CloudEdge.

Accessing CloudEdge from the Internet

By default, the SSH and HT'TPS protocols are enabled. You can access CloudEdge by using the elastic
IP bound to the ECS through these two protocols.
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Logging in via SSH2
1. Open the remote terminal login software. Here, SecureCRT is taken as an example.
2. Click File > Quick Connect, and then select SSH2 in Protocol drop-down list.
3. Enter the elastic public IP in the Hosthame text box.
4. Enter the name of the VPC created in Step 1 in the Username text box.
5. Click Connect.

6. Enter the password configured in Step 1 and then click OK to log in.

Logging in via HTTPS
1. Open the browser and enter the https://elastic IP address.
2. Enter the name and password configured in Step 1 on the login page.

3. Press the Enter key to log in.

For more information on the operation of the firewall, see StoneOS User Guide (Click here).
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Allowing Remote Users to Access VPC via SSL VPN

This example shows how to use SSL VPN to provide remote users with access to servers in own VPC.

The topology describes a remote user trying to visit the Serverl within a VPC located in a public cloud

platform. Using SSI. VPN tunnel, the connection between remote users and server in VPC is encrypted

and safe.

o \

™ Subnet
10.160.65.0/21

n—$—@ =

g 1 CloudEdge _
erver 10415 Router Intemet Gateway Internet e
&10'160'65'52/21 153.34.29.1(EIP) oS
113.34.20.12/24
VPC
10.0.0.0/16
\_ v,

Step 1: Creating a User

Select Object > User. In the Local User tab, under Local Server, click New > User.

Mame: useri
Fassword:
Confirm Password: ==

e Name: userl
e Password: 123456

e Confirm Password: 123456
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Note: You can choose other types of AAA server to create new users according to your actual require-

ments.

Step 2: Configuring SCVPN Address Pool

Select Network > VPN > SSL VPN, and click Addtess Pool. In the prompt, click New.

Address Pool Name: | pool

Start IP: 101.1.2
End IP: 10.1.1.200
Feserved Start IP:

Feserved End IF:
Mask: 2562552550

DMNS1: 10.160.65.60
DMS2:
DMS3:

DME4:
WINS1: 10.160.65.61|

WINS2:

o Address Pool Name: pooll
o Start IP: 10.1.1.2

o EndIP:10.1.1.200

e Mask: 255.255.255.0

o DNS1:10.160.65.60

o WINST1: 10.160.65.61
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Step 3: Creating Tunnel Interface

Select Netwotk > Zone, and click New.

Basic
Zone: VPN | (1-31) characters
Description: (0-63) characters
Type: () Layer 2 Zone Layer 3 Zone (0 TAP
o Zone: VPN

e Type: Layer 3 Zone

Select Netwotk > Intetface, and click New > Tunnel Intetrface.

Basic
Interface Name:  tunnel |1 (1-128)
Description: (0-63) charactars
Binding Zone: Layer 3Zone  (7) TAP
Zone: VFN v

IP Configuration

Type: Static 1P i) Dhep
IF Address: 10111
Metmasi; 24

o Interface Name: tunnell

e Binding Zone: Layer 3 Zone
e Zone: VPN

e Type: Static IP

e IP Address: 10.1.1.1

e Netmask: 24
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Note: Tunnel interface must be of the same network segment of SSL. VPN address pool and not in the
pool.

Step 4: Configuring SCVPN

Select Network > VPN > SSL VPN, and click New.

Welcome to the SSL VPN Configuration Wizard

Secure Connect VPMN(SSL VPN) is a smiple and easy-to-use remote connection method integrat
device It is based on the S5L login technigue and provides a secure visit to private networks

SSL VPN Name: | 5501 (1-31)characters

Assigned Users

Selectthe AAL server for user authentication.

AAA Server: local w | View AAS Server
Domain: (1-31)characters

Verify User Domain Name:  [] Enable

|:| ARA Server Diemain Verify User Domain Name

]| lecal &

In the Name/Access User tab:

e SSL. VPN Name: ssl1

o AAA Server: select local, and click Add

In the Interface tab:
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Access Interface

Egress Interface1; ethernet0/0 v The interface where SSL VPN server listens the
request from S5L VPN client

Egress Interface?: e W Configured for optimal path
detection

Service Port: 4433 (1-65535)TCP port of VPN service

Tunnel Interface

Tunnel Interface: tunnel w Edit
Information: Zone IP Address Mask
VPN 10.1.1.1 255,255 255.1)

Address Pool

Address Pool: poolt b Edit
Information: Start IP End IP Mask
10112 10.1.1.100 255.255.255.0

o Egress Interface 1: ethernet0/0
o Service port: 4433
o Tunnel Interface: tunnell

o Address Pool: pooll

In the Tunnel Route tab:

Tunnel Route
=8 10.160.65.0

Mask: 2652552480

e 1P:10.160.65.0
s Netmask: 255.255.248.0

Note: Tunnel route must be of the same network segment of internal server ("Serverl").
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Step 5: Creating Policy from VPN to trust

Select Policy > Security Policy, and click New.

Policy Configuration @ x
Basic Protection Options
Source
Zong: VPN .
Address: any w
Uszer: v
Destination
Zone: trust w
Address: any w
Senvice: any v
Application: v
Action: @ Permit T Deny (0 Secured connection
@

e Source Information
o Zone: VPN
o Address: Any
e Destination Information
e Zone: trust
e Address: Any
e Other Information

e Service: Any
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e Action: Permit

Step 6: Accessing the Resources in VPC

After configuration, the remote user enters address "https://153.34.29.1:4433" in a browser. The
browser will show login page. Enter username and password ("userl" and "123456"), and then click
Login. The browser will prompt to hint you to download the VPN client. Follow the steps to download
and install the scvpn client. The remote user click open the Hillstone Secure Connect client, and enter

information below:

St i

Saved Connection

Server 153.34.29.1

Port 44332

LIsername userl

Password

| Mode | [ Logn

e Server: 153.34.29.1
e Port: 4433

e Username: userl

e Password: 123456

When the icon in the taskbar becomes green, the client is connected. Then, the remote user can access

the Serverl via SSLL VPN.
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